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Abstract—In this paper we propose an energy efficient the sender and receiver cooperate to form sending group
cooperative MIMO system. Space-time block codes (STBC) and and receiving group respectively, each receiving node only
code combining techniques are applied to utilize the inherent aeqs 1o estimate the channels between 8 sending nodes and
spatial diversity in wireless cooperative MIMO systems. We itself. Nod fi d th t of ch |
form a group of senders and receivers to provide higher |se_ : _0 N coope_ra ION“Cecrease e amount o channe
order MIMO diversity and implement our STBC scheme in  €stimation at receiver from 64 to 8. Thus the concept of
a distributed manner. In the receiving group, code combining cooperative diversity has been proposed to achieve virtual
is used with error control coding techniques to utilize receiver MIMO systems with single antenna devices [1], [5]-[13].
diversity. With the distributed implementation of STBC and With cooperative transmission becoming more at a reality,

code combining, MIMO diversity can be obtained in coopera- f luati f fi tworks i |
tive MIMO systems. We present analysis and simulation results periormance evaluations 1or cooperativeé networks Is also

for reliability (BER vs SNR curves) and energy efficiency. Our important. The capacity of cooperative networks is consid-
reliability curves are significantly better than SISO achieving ered in [10], [13]. Ozdir, Léveque, and Tse [13] discuss

MIMO-like diversity gains. Additionally, we examine energy the capacity of cooperative networks and show that linear
consumption and show that the data transmission power can ¢anacity scaling can be achieved by hierarchical cooperation.

be low as0.7 mW for 4-node send/receive group size in our | fi tworks. the t it d idl
cooperative MIMO system, compared to a point-to-point SISO N cooperaiive networks, the transmitting nocdes use ldle

system that consumes 30 mW. However, the cooperative MIMO Nearby nodes as relays to provide spatial diversity. But most
introduces overhead and sacrifices system capacity. With the of previous research considers the transmission between two
same number of sending nodes/antennas, the system capacity okenders and one receiver [6]-[8], [11], [12] or multiple

4 x 4 cooperative MIMO system is less than conventional x 4 relays between source and destination [5]. They discuss

MIMO system due to cooperation overheads [1]. Thus there is th t del und tri d tric ch |
tradeoff between energy consumption and system capacity in € Sysiem model under symmetric and asymmetric channe

proposed system. In summary, our proposed system provides [11] or different relay schemes [7]. These schemes provide
reliable and energy-efficient transmission by leveraging MIMO transmitter diversity from one or multiple relays, but it does

diversity gains through cooperation between nodes. not have receiver diversity because the destination is the only
receiving node. Thus in this paper we consider to achieve
both transmitter and receiver diversity in a distributed man-
Diversity techniques have been widely used in wirelesger and propose to use sending group and receiving group
networks for suppressing channel variation in wireless chato- provide MIMO diversity.
nels. Various schemes proposed in previous research showhe key challenges faced with implementing cooperative
that spatial diversity can be leveraged in the network, linfIMO system are 1) node coordination in sending and
or physical layers to 1) provide reliable transmission witheceiving group, 2) distributive space-time coding in senders,
low power, 2) reduce energy consumption, and 3) extei®3) data combining in the destination. After cooperative
battery life. In link layer and network layer, opportunistidIMO transmission, the destination needs to combine mul-
routing, network coding [2] and other designs, such aiple receiving signals and makes signal detection. In link
EXOR [3] and Many-to-Many communication [4] have beetayer, code combining techniques have been considered.
proposed. ExOR [3] integrates routing and MAC protocdlunter and Nosratinia [12] propose coded cooperation for
and opportunistically chooses the next-hop node for multransmission between two sending nodes and one receiving
hop transmission in wireless networks. Many-to-Many conmode. In each time slot, only one of the sending nodes trans-
munication [4] divides transmissions in frequency and codesijts a data block that contains; bits from its own coded
using successive interference cancelation (SIC) to alldvits andN, bits from its partner. The receiver then combine
decoding in receivers. the received bits from the two senders by code combining.
In the physical layer, MIMO systems use multiple trans=oded cooperation for cluster-based cooperative network is
mitting and receiving antennas for signal transmission tmnsidered in [14]. In [14] multiple receiving nodes form the
achieve spatial diversity. The spatial diversity in the transeceiving cluster and the sending node transmits packets to
mitter and receiver recovers the signal detection for potire receiving cluster. Each cluster member relays its signal
quality transmission. However, MIMO systems require mutopy to the destination. The destination node uses code
tiple antennas equipped in each device, which may not bembining techniques to decode the original information
feasible in some wireless communication devices becausits. In this paper we use code combining in the receiving
of the cost and size limitations. Besides, MIMO systemgroup of cooperative MIMO system.
need to estimate all channels between the source and thén our previous work [1] we did capacity analysis and
destination. For example, ax®8 MIMO system will require proposed an asynchronous cooperative MISO receiver to
8 antennas per node and real-time estimation of all @ldress the node coordination problem in sending and re-
channels between source and destination. But if nodes neaiving group. In this paper we propose a concrete scheme

I. INTRODUCTION



that combines STBC and cooperative code combining. Tt e s

uses of STBC and code combining address the issues ® rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr e x
transmitter diversity and receiver diversity in cooperativi k k l
MIMO system. Once the sending and receiving groups a encing k I et
formed, space-time block codes (STBC) are deployed Group (b) MIMO transmission Group
the sending group to utilize transmitter diversity. In the =
receiving group, error control code combining is used i k‘

the destination to combine signals from nodes in receivir k I A -
group to achieve receiver diversity. With space-time bloc Seodivg Z e
codes (STBC) and code combining, MIMO diversity in the group

proposed system can be realized. The proposed diversity g k (€) Data Collection and Code Combining

therefore provides reliable and energy efficient transmissio k k

For 4 x 4 cooperative MIMO system, the BER can be k

smaller than10=6 when SNR is only4 dB. With the nding Recsino

improvement in BER, the cooperative MIMO system providi
a more reliable transmission with low power. Our energy _ _
consumption analysis shows the data transmission powe_riffﬂ SlnhiSSTS?}?‘Z?;’S;;‘é’j{:é't‘i’gn'\gmoczﬁﬁm; éa)BroadcaS“”g' (DMIMO
4 x4 cooperative MIMO system can be low as 0.7 mW, while
the point-to-point (SISO) transmission usually transmit with
30 mW. data and helper node change the permutation of symbols
The key contributions of this paper include: 1) use sendirggcording STBC coding matrix. Thus STBC is suitable
group and receiving group, instead of the relay model, for distributed implementation and is used in the proposed
provide spatial diversity, 2) use distributed implementatiogystem to exploit the transmit diversity.
of STBC in sending group and code combining in receiving Although STBC is applied in the sending group and
group to provide not only spatial diversity but the MIMOallows maximum-likelihood (ML) decoding algorithm, the
diversity, and 3) analyze energy consumption and show thL algorithm cannot be applied in the destination node. The
the cooperative MIMO system provide reliable and energgason is that the ML decoding algorithm for STBC requires
efficient transmission. This paper is organized as beloehannel state information (CSI) for all channels between
the new system is proposed in section Il followed by theending group and receiving group. But the destination node
theoretical analysis and simulation result for bit error ratean only observe the channels between sending group and
(BER) performance in section Ill. Energy consumption foitself. A possible solution is that each receiving node decodes
the proposed system is shown and compared in section 84BC individually by the ML decoding algorithm and send
Finally, we conclude the paper in Section V. their signals to the destination. The destination node will
use combining techniques to combine the signal copies from
_ ] receiving nodes with its own copy and make signal detection.
A. Design Issues for Cooperative MIMO Systems Most of existing diversity combining techniques require
In cooperative MIMO systems, transmit and receive dihe SNR in receiving antennas as the threshold, such as
versity are achieved in a distributed manner by the sendisglection combining and switched combining, or use SNR
group and receiving group. The sending and receiving grougs weighting factors, like maximal ratio combining (MRC).
include multiple sending nodes and receiving nodes, eaBht the SNR information in receiving antennas can not be
with a single antenna. Therefore, achieving transmit amdbtained by the destination node because multiple receiving
receive diversity distributively becomes the major desigantennas are located distributively. Unlike other combining
issue in the cooperative MIMO systems. techniques, code combining uses repeated packets encoded
In the sending group, transmitted signals from multiplaith error control codes and decodes the repeated pack-
sending nodes are mixed before arriving at the receiver. Thets by maximume-likelihood (ML) decoder. The maximum-
space-time coding and decoding are required at the sendiikglihood (ML) decoder will select the codeword which
group and receiving group to separate the received signeés maximize the conditional probability of receiving signal
and exploit the transmit diversity. Many space-time codingiven the repetition of selected codeword. Channel state
schemes have been proposed in previous research [libfermation (CSI) for receiving antennas is not required in
[17]. Among various space-time coding schemes, STBC ¢@de combining. Thus code combining is used in proposed
appropriate for distributed implementation. STBC is defineslstem. The code combining is usually used with convolution
by a M x L encoding matrix, wheré/ is the number of code or short block code due to decoding complexity. In this
transmitting antennas ardis the number of time periods to paper we focus our discussion on convolution codes. The
transmit one block of coded symbols. The encoding matrdetails of our system design are described below.
contains orthogonal rows, each with different permutation ]
of symbolszy, zs, ..., z1. Since the encoding matrix only B- Proposed System Design
changes the permutation of symbols, each antenna willWe use a distributed MAC protocol proposed elsewhere
transmit the same data bits with different permutation ord¢t8] to set up the cooperative MIMO transmission. The sum-
In cooperative MIMO system, the source node can broadcasary of MAC protocol below is provided for completeness.

II. SYSTEM DESIGN FORCOOPERATIVEMIMO SYSTEM



The extended discussion of this proposed MAC protocol éestination node. The destination receives signal copies from
in [18]. This paper focusses not on the MAC, but on ththe helper nodes and detect them as soft symbols. Then
STBC and code combining parts. the destination uses code combining and chooses the most
Before starting data transmission, enough nodes in sendpagsible codeword base on received soft symbols.

group and receiving group need to be recruited for cooper-If the original data is decoded correctly in step 3, the
ative MIMO transmission. Otherwise the recruiting procesgestination node will send back an ACK message to the
has to be performed again. In order to reduce the interferersmirce node. In the case of error happens, the source
of the sending group and receiving group, the recruitingode will timeout, retransmission will begin, and the whole
power should be less than half of the regular transmissipnocedure will be repeated.

power, so there will be no such nodes that can be recruited
by both of source and destination. I1l. BER IN COOPERATIVEMIMO SYSTEMS

At the beginning of each transmission, the source nodejn the proposed scheme for cooperative transmission, the
sends the recruiting RTS (RRTS) message to its neighbasg, error rate is assumed to tein the first step (Broad-
and the available neighbors will reply with sequential CT@asting) since a node can be in the sending group only if it
(SCTS) by the purpose of reducing the collision with eacgfeceives the data packet correctly. Thus we consider the BER
other. After recruiting the sending group, the source noggrformance analysis istep 2and the BER performance
sends MIMO RTS control messages (MRTS) to the destingfter code combining irstep 3 Our longer unpublished
tion node to establish data transmission link. The destinati%nuscript [19] provides the full proof of lemmas for
node also needs to recruit receiving group nodes, whichggER. In this paper we summarize the BER analysis in

the same procedure as the source node recruiting send@gposed system and use the BER to analyze system energy
group. After the destination node get all the SCTS reply, th@nsumption.

destination node sends broadcast messages to the selected
receiving neighbors to recruit them to help receiving MIMQA. Performance Analysis

transmission from the sending group. If the receiving group \ne assume the system transmits BPSK signals through
does not have enough nodes, the MIMO CTS control M&§zjeigh fading channels with AWGN noise. The noise
sage (MCTS) will notify the source to retransmit. Otherwise,qyer spectral density &, /2. Pathloss constant is denoted
after receiving the MCTS from the'destlnathn rjode, thg;S a. The sizes of the sending group receiving group are
source node can start data transmission. The size Informat!]%nand N, including the source node and destination node.

of receiving group is included in the MCTS package. In thig, ihe step 2(STBC MIMO transmission), each node in
way, the source node can have the exactly number of no ding group transmits with equal transmission poRer

both in sending and receiving group. The.cooperative MIM@he helper nodes in the receiving group also transmit with
transmission can be described by following steps: equal transmission powe¥,. for the transmission between

. Step 1: Broadcastinghe source node encodes informag,, receiving group and the destination nodesiep 3

tion bits by error control codes. Then the source node |, gten 2 each node in the receiving group will detect the
broadcasts data and synchronization information with IO:‘éYEnals by STBC decoding after STBC-MIMO transmission.

power to the selected neighpor nodgs. The selection channel gain between receiving ngcend sending node
be based on the STBC coding requirement. The numblelfn time ¢ is denoted ash

) - ;.i(t). We assume the channel
of nodes required by STBC will be selected. The sourcgedin is constant over many

, ny symbol periods, ife;;(t) =
node also gives order for selected helper nodes so e%%r}' Since each receiving node will apply STBC decoding

helper node will choose the corresponding row in Spacgz, ately, we consider one of the nodes in receiving group,
time block code (STBC) matrix. Because the distance frponoted as nod¢. We assume the STBC coding matrix is
the_ helping nodes in the sending group to the source noq%iM « L matrix, which means it require& time periods
quite short, members of the sending group are not requirgly.angmit one block of STBC coded symbols. In STBC

to send acknowledgement back to the source node. decoding, nodej will choose detected BPSK symbols to
Step 2: STBC MIMO transmissién this step, the helper minimize the maximum likelihood metric:

nodes in sending group will use the corresponding row

in STBC code matrix, which is assigned step 1 to L L 4
change the permutation of data bits. Then all nodes in min > |1 =3 by
the sending group, including the source node, will transmit t=1 i=1

space-time coded data to the receiving group. Multiple nodes o : . . ) :
in the sending and receiving group form cooperative MIMQ_WNere; is the received signal in nodg at time ¢. «;
diversity. Because we know the exact number of nodes noted the permutation of symbols fr¢m, z, - - -, zL] to

ih ) : ) o
the sending group and assigning order to each helper ndgg’ .columnﬂm STBC gncodmg matrix. Thg rOVZtB?St'“O”
in step 1 we can use STBC properly. of x; in the t*" column is represented by (i). =, is

Step 3: Data Collection and CombinisAfter receiving € Symbol transmitted at timeby sending node, (i). 4.
data from the sending group, each node in the receiviffythe channel gain and can be expressed as= du]/2
group uses the channel state information to decode thvbere« is path-loss constant andl; ; is the fading ﬁain.
space-time block coded data. After decoding for STBC, theor Rayleigh fading; ; is the circular complex Gaussian

helper nodes in receiving group relay their copies to the.V.




It is assumed that the original STBC-encoded symBols

is M x L matrix. The first row ofX is [z1, z2,- -+ ,2]. The L+m—1 N Py(r = L] = a;)
other rows inX are different permutation @1, x2,- - ,2r]  M(r|s) = Z Zlog . G\T5 = tujlSu —u i
and are orthogonal to each other. The detected BPSK sym- e S & (rflsu = 0) + Pj(rf[su = 1)
bols in nodej is X, where the rows irX are permutations L+m—1 N

d [y, & .]. Due t limitati t B astu;
od [&f1, %3, -+, #1]. Due to space limitation, we present our = > Zlogﬁ (3)
analysis by following lemmas. The full proof of lemmas is u=1 j=1 3,0lu; 3y g

shown in our unpublished manuscript in [19].
Lemma 1:For nodej in the receiving group, the pairwise
error probability is [19]

where L is the transmitted data length and is the
memory order of convolution code. For th&" transmitted
signal, the original information bit is,, = {0,1} and the
received soft symbol is denoteld;,j = 1,--- ,N,u =
1,---,L.
/2 To achieve the maximume-likelihood decoding, the path
l/ det[Ing + Pr o(X - X)(X _ X)H]flde metric defined in equation 3 need to be maximized. For a
T Jo 2Ny sin? 6 transmitting signak, the error occurs when a error path

(1) has larger metric then it fos, i.e., M(r|s') > M(r|s). The

error probability is proved to be following lemma [19].

Lemma 2:The probability of choosing error patk’,

Pi(X,X) =

whereIy is the M x M identity matrix and the matrix

X is instead ofs is [19]
L0 o0
gjl ) 0 P(M(r|s") > M(r|s)) = P(T > 0) 4)
b :E[thhj] =\ e . _ where T is a random variable with moment generating
: I function (MGF) defined as following.
0 - 0 4
M
Lim—1 N g,
Lemma 1 shows the pairwise error probability between — ¢7(2) = Epnmt’ 2 kit
original symbolsX and detected symbolX. For the space- N L4m-1 vy
time code with code matrix siz&/ x L, each sending node = II II @-p+pz"ri) ()
will reorder the symbolse;, zs, -,z according to the J=1 u=l ) ) )
corresponding row in STBC encoding matrix and transmit (Notep is defined in equation 7.)
the data with the new order. Thus, for a specificait the = Z Pr(b)2° (6)

bit error rate in receiving nodg¢ can be expressed as _ b
p is the probability of the event,, # s/, :

, o

Pi(on £ ) = Z Z QLLPJ-(X, X @ D P(sy 7é. si,) = P(detect 1 fror?V rece|\;|?g §oft symbols

X X such thates i = P(receiveslyi, -, luy S.t. )25, log P_,ﬁm:j. > 0)
After obtaining the bit error rate performance in the _ Z ﬂPOl v @)

Rayleigh fading channel shown in equation 2, we consider e
performance for code combining. The bit error rate in lu S.L Y log Pj.:(l,jf”_ >0’
equation 2 is denoted aB’ for further use in following ) w_ " .
discussion. ’ and wj,, is the log ratio of transition probability that

In step 3, the destination node will have signal copies Maps to the same soft symbig);:

from the receiving group nodes, including itself. The re-
ceived signal will be quantized as soft symbols. We denote  Wi.lu;
the N received soft symbol data streamsras - - ,ry.r; is
the received soft-symbol signal from nogén the receiving
group. Thus the received signal set in the destination node
will be r = {ry, -, ry}. ~ The coefficientPr(b) is the probability?T = b. And we

If ¢ quantization levels are used for soft symbol quantizaxsme the number of bit disagreement between gsahd
tion, the transition probability that transmitting im‘ormatior‘pmhS is d. With received soft symbols and d error bits
bit a = {0,1} from node; is BPSK modulated mapped toafter code combining, the probability of error in the pairwise

Py
:long“’J ,u=0,1,---,L+m—1 (8)

3,00y
lyj={1,2--- ,q}
.7:{1727 aN}

soft symboll = {1,2,---, ¢} in the destination node can becomparison ok ands’ is
denoted a&Pj,n, Pj711, e 7Pj,1q ande,m, Pj70[, e 7Pj,0q-

If the Viterbi decoder are used for code combining and
the channel gain of channels between receiving node and the Pra = P(M(r|s') > M(r|s)) = P(T > 0)
destination is assumed to be known, the path metric will use = ZPT(b) 9)
the channel gains and the transition probability : =0



For the BER after code combining, we consider all pos
sible received soft symbols;,, and all possible number of ;
error bits in pathd. By union bound, the bit error rat®,
can be bounded as

BER for CGooperative FEC {no STEBG)

77| —%— paint to paint
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Bit Error Rate

where B; is the number of codewords of Hamming 10°
distanced from the all zero codeword.

B. Simulation results i SNF:D(dB)

We simulate the cooperative MIMO system to evaluate
system performance and compare with different systefiy. 2. Bit error rate (BER) in Cooperative MIMO system with code
designs. BPSK modulation is applied to the signal and tijemPpining (Note: no space-time codes applied)
channel is assume to be quasi-static Rayleigh fading. The
distance between source node and destination node is ! BER for Gooperative STBG (1o
meters. The locations of sending group nodes are randon i S ge
generated and assumed to be around the source node i
circle with radius of 25 meters. The receiving group node
are also randomly located to be around the destination no
in a circle with 25 meters radius. The transmission powe
between receiving group nodes and the destination node
step 3is assumed to be 10 dB less than the transmissi
power used in the MIMO transmission istep 2 The
transmission power used in the MIMO transmissiorsiap
2 is set to achieve equivalent receiving SNR in point-to
point transmission. Thus, the transmission power in step
is defined asSNR-d%, - No/M, wheredgp is the distance
between the source node and destination nadsthe path-
loss constant)/ is the number of nodes in the sending grouj :
(includes source node)y, is noise power, and N R varies PR R Pl MR WA
from O dB to 20 dB. We use the equivalent SNR as th_
X-axis in following figures. . . . . . ,
Fig. 3. Bit error rate (BER) in Cooperative MIMO system with space-time
To evaluate the proposed system, we compare the pBQ?'ck codes (Note: no code combining in receiving group)
posed cooperative STBC system with two different schemes.
One is the cooperative code combining without space-tin -
block coding (STBC) and the other one is cooperative MIM( T —
systems without code combining.
For the cooperative MIMO system without space-time
block codes (STBC), only cooperative code combining i
applied in receiving group to utilize receiver diversity anc
no STBC in the sending group. In this scheme, the sendii
nodes will receive signal from the source node and the
simply forward it to the receiving group. In the receiving
group, receiving nodes will detect the mixed signal fron
multiple sending nodes and then relay detect signal copy
the destination node. The destination node then uses cc
combining technique to combine the multiple signal copie
from receiving group.
In the cooperative MIMO systems without code combin
ing, the sending group uses space-time block codes (STB
to utilize the transmitter diversity. But in the receiving grouy
the destination node does not use code combining technique
to utilize the receiver diversity. Instead of code combiningrig. 4. The proposed cooperative MIMO system has best performance in
the destination node will compare the multiple signal copid! error rate (BER) among the three systems
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from the receiving group and detect signal simply based @onoperative MIMO system requires less retransmission due
the majority in the multiple receiving signal copies. to lower packet error probability and reduces the power
We compare performance of the three systems undeEmsumption for one-hop transmission. Therefore, in this
different sending/receiving group sizes. The number of sergkction we consider the total power consumption for one-
ing/receiving groups range from 1 to 4. The simulatiohop transmission in proposed cooperative MIMO system.
results are shown in Figure 2, Figure 3, and Figure 4. For the point-to-point transmission, the regular CSMA/CA
From Figure 2, 3 and 4, the performance improves g@sotocol is used. The energy consumed for an unsuccessful
the size of sending/receiving group increases in all thré@nsmission attempt is
systems. But the reason for performance improvement is dif-
ferent in each scheme. In Figure 2, the transmitter diversity is Eu=FE.s+ Eus + Ejata
not fully utilized since no space-time coding is applied in thg
sending group. Although the system has transmitter diversity
(multiple sending nodes), the receiving nodes receives the
mixed signal from different sending nodes and cannot extract
the transmitted signal from each sending node. But tlaad the total energy for one-hop transmission is

nd that for a successful attempt is

Es= Erts + Ects + Edata + Eack

rece_iver_diversity is _used in_ code cpmbin_ing techn_ique. The E = (1= P)Es+P.(1— P,)(Es+ Eu)
destination node will receive multiple signal copies from )

receiving nodes and combine the signal copies by code + P (1 — P.)(Es + 2Eu) +

combining. Thus, in Figure 2 the performance improvement _ (11)
is due to the receiver diversity. - P

In Figure 3, it uses space-time block code (STBC) twhere P. is the packet error probability for point-to-point
achieve transmitter diversity. But in the receiver, the desransmission.E,;s, F.is, Fucr and Egq:, are the energy
tination node does not fully utilize the receiver diversityconsumption of sending RTS, CTS, ACK and point to point
It is shown in Figure 3 that the BER performance3ok 3 data,
and4 x 4 cooperative MIMO system is quite close. The BER In our proposed cooperative MIMO system, the total
performance ofl x 1 and2 x 2 cooperative MIMO system is energy for one-hop transmission can also be expressed as
also very close at low SNR. This is because of the detectiequation 11, but with differenEu, Fs and packet error
method used in the destination node. The destination ngal®bability P.. The packet error probability®, for coop-
detects based on the majority in the receiving signal copiesative MIMO system can be obtained from the bit error
and randomly chooses when there is a tie. Thusthed rate (BER) analysis and simulation results in previous sec-
cooperative MIMO system provides more receiving diversityion. The energy consumed for an unsuccessful transmission
but the simple detection method in the destination node dasempt and for a successful transmission is also changed
not utilize the receiving diversity well. because the MAC protocol has changed to form sending and

Figure 4 shows the simulation result for proposed systemeceiving group and make the distributed implementation of
The proposed system has the best performance among dpace-time block codes (STBC) possible.
three systems because it utilized the transmitter diversityWe assume the cooperative MIMO transmission is wifh
and receiver diversity in the sending group and receivirggnding nodes anl¥ receiving nodes, including source node
group. The bit error rate decreases much faster as ted destination node respectively. The energy consumed for
size of sending/receiving group increases. When the sizeawf unsuccessful transmission attempt is
sending/receiving group is 4, the BER is smaller than®
when SNR is 4 dB.

Eucoop = Emrts + Emcts + 2ET7'ts
V. ENERGY CONSUMPTIONANALYSIS + (M —1)Esets + (N — 1) Esets
With the analysis and simulation result of bit error rate + Ep+ Eiata+ (N —1)Ecn (12)

(BER), we consider the energy consumption for one-hop
transmission. Although cooperative MIMO system provides
a reliable transmission with low power, it requires more  Escoop = Emrts + Emcts + 2Erpts

control messages due to node cooperation. In the recruiting + (M =1)Eyts + (N — 1) Egers

process to form sending group and receiving group, the

source and destination send recruiting RTS (RRTS) mes- + Bor + Bdata + (N = 1) Ecot + Eacr. (13)
sage to their neighbors and neighbors reply with sequentialThe energyE, ., ts, Emects, Eack, are the energy consump-
CTS (SCTS). Compared to the regular CSMA/CA protocolion of sending MIMO RTS, MIMO CTS and ACK. The
which performs transmission with RTS/CTS and ACK medMIMO RTS (MRTS) and CTS (MCTS) messages are control
sages, the proposed cooperative MIMO system consunmessages between source and destination and require higher
more power in control messages because of recruiting RTf&8nsmission power for such long distance transmission.
(RRTS) and sequential CTS (SCTS). The proposed codpr..s and E,., are the energy consumption of sending
erative MIMO system also consumes more power for datacruiting RTS (RRTS) and sequential CTS (SCTS) to form
transmission due to the data broadcasting in sending graagnding group and receiving group, respectively. The recruit-
and data collection in the receiving group. However, theg RTS (RRTS) and sequential CTS (SCTS) are control

and that for a successful attempt is



messages between source/destination and their neighb 4
Compared to the MIMO RTS and CTS, the recruiting RT¢ -
(RRTS) and sequential CTS (SCTS) can be transmitted wi
less power due to short-distance transmissiBp, is the
energy consumed by data collection in the third phase. In tl
receiving group, each helping node will transmit its signe
back to the destination with enerdy..;. And there aréV—1
helping nodes in the receiving group, excluding the destin.
tion node. E,. is the energy consumption of broadcasting
data to helping nodes in sending grouf.:, is the energy
consumption for data transmission between sending gro
and receiving group. To make the comparison reasonab
we assume there are the same amount of information b g e T
and the same energy consumptiéi),;, in point-to-point "at2 et 002 0003 0024 0025 D026 0027 02A 0028 008
transmission and cooperative MIMO transmission. In othe S e

words, if the source node transmits data with power the
nodes in sending group will transmit data with pow&r/M
in cooperative MIMO system.

We assume the control message is with lengttand the
size of data packet i5. The data rate i$ and a convolution ~ We first compare energy consumption of proposed system
code with rateR, is applied on the data packet to enabland point-to-point transmission with regular CSMA/CA pro-
code combining technique in the receiving group. Thus, thecol. The result is shown in Figure 5. In Figure 5, the total
energy of transmitting data i84,:, = P.L/R/R. and that energy consumption is much lower for cooperative MIMO
of transmitting control message 5,,,+s = PrmrtsLe/R. system than it for point-to-point transmission. Although

Thus, equation 14 and 15 can be rewritten as follows: cooperative MIMO system requires more control messages

and spend power on data broadcasting and collection, the

Fisia: —+— paoint to point
—S— 2x2 Coopermtive MIMO
—H—3x3 Cooperative MIMO
— B 44 Coopertive MIMO

Total power consumptian (J)

Fig. 5. Energy consumption in cooperative MIMO system is much less
than it in point-to-point (SISO) transmission

L. saving on power for data transmissié}, and small packet
Eucoop = f(Pmrts + Pincts + 2Prres error probability, P, lead to low energy consumption.
(M = 1)Pseys + (N — 1) Pyeys) Although the cooperative MIMO system can use less
L power for data transmission, the data transmission power

+ 7RRC(PW + P + (N —1)Feat) (14) s limited by the packet error probability, which is obtained
from the BER. If the transmission power for data is too low,

and that for a successful attempt is the total energy consumption will approach infinity because

LC e .
Escoop = —(Pmrts + Prmcts + 2Ppris the packet error probablllty is 'clc')s'e toand the num'be.r
R of retransmission is close to infinity. If the transmission
(M —1)Pscrs + (N — 1) Psets + Pacr) power for data is too high, it wastes energy even though no
L retransmission is required. Thus, to achieve energy-efficient
+ RR, (Por + Pz + (N = 1) Peat) (15) cooperative MIMO system, the transmission power for data
Similarly, the total energy for one-hop transmission iR€€ds to be optimum. _ .
cooperative MIMO system is Figure 6, Figure 7, and Figure 8 shows Fhe optimum
value of transmission powe?,,., which can achieve lowest
- iEquP + EScoop (16) energy consumption, far x 2, 3 x 3, and4 x 4 cooperative
=P MIMO system, respectively. The optimum value &,

where P, is the packet error probability for cooperativedecreases as the size of sending/receiving group increases.
MIMO transmission, which can be derived from the bit errofhis is because the packet error probability decreases as
rate results in previous section. the size of sending/receiving group increases, as shown in
The values of system parameters are as follows. Tpeevious section. With the same data transmission péer
data rateR is assumed to b& Mbps. The rateR. of the cooperative MIMO system with larger sending/receiving
convolution code isl/2. The length of control messagesgroup has smaller packet error probability and requires less
L. is assumed to be 64 bytes and The length of data packetransmission. Thus it can achieve optimum data transmis-
L, is 512 bytes. The control messages between source aimh power P,,, at smaller value and have loweer value
destination, such as MRTS, MCTS and ACK, are transmittédr total energy consumption. At x 4 cooperative MIMO
with 15 dBm. The transmitting power of control messages/stem, the optimum data transmission pouRy is only
inside sending/receving group, such as RRTS and SCTSQig mW when the total energy consumption is oflg44
assumed to b&/4 of the transmitting power for MIMO RTS mJ.
and CTS. The transmitting power for MIMO transmission in In spite of the size of sending/receiving group, the pro-
step 2 P, varies and is shown as the X-axis in figures. Angosed cooperative MIMO system is also compared to cooper-
the transmitting power for data collection $tep 3 P..;, is ative MIMO system with STBC (no code combining) and the
assumed to be 10 dB less th#&,. cooperative code combining system (no STBC). The results
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Fig. 6. The optimum value of data transmission podRy can be low

as 5.5 mW in2 x 2 Cooperative MIMO systems.
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Fig. 7. The optimum value of data transmission povirgy decrease as
the sending/receiving group size increases. The optiniymis 1.1 mW

in 3 x 3 Cooperative MIMO systems.
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Fig. 9. Energy consumption i x 2 cooperative system: the proposed
cooperative MIMO system has best performance due to transmitter diversity
and receiver diversity.

for different size of sending/receiving group are shown in
Figure 9, Figure 10, and Figure 11.

From Figure 9, Figure 10, and Figure 11, we can find the
proposed cooperative MIMO system has best performance in
total energy consumption. This is consistent with our conclu-
sion for BER in previous section. The proposed system has
the lowest BER because it utilizes the transmitter diversity
by STBC and the receiver diversity by code combining.
Lower BER in proposed system implies lower packet error
probability and less retransmission. Thus, with the same data
transmission powerP,,, the proposed cooperative MIMO
system has lowest energy consumption among the three
systems because of lowest packet error probability and less
transmission.

In Figure 9, Figure 10, and Figure 11 it is also shown
that the cooperative code combining system (no STBC)
has better performance in energy consumption than the
cooperative MIMO system with STBC (no code combining)
when the size of sending/receiving grouRiand4. But the
cooperative MIMO system with STBC (nho code combining)
has better performance when the size of sending/receiving
group is 3. This is because in cooperative MIMO system
with STBC (no code combining) the destination node detects
signals based on the majority in the receiving signal copies
and randomly chooses when there is a tie. Thus the BER
performance of cooperative MIMO system with STBC (no
code combining) degrades when the size of receiving group
is even number. This leads to higher total energy consump-
tion since more retransmission is required.

When the size of receiving group is odd number, however,
the cooperative MIMO system with STBC (no code com-
bining) has better performance in energy consumption, as
shown in Figure 10. This is because it uses STBC to utilized
the transmitter diversity. This compensates the performance
degradation due to the absence of code combining and
receiver diversity. In Figure 10 the SNR is quite low in the

When the sending/receiving group increase as 4, the optimuange of data transmission powEy,. In low SNR, cooper-
value Py, is lower than ImW. The optimum data transmission powgr

ative MIMO system with STBC utilizes transmitter diversity
and the BER at receiving nodes can be lower because of the
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Fig. 10. In3 x 3 Cooperative systems the cooperative STBC system (n(gz]
code combining) has better performance than cooperative code combinir[lgJ

system (no STBC).
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proposed protocol is discussed. The total energy consump-
tion for proposed system is shown and compared to the total
energy consumption for different system designs.

According to simulation results and theoretical analysis,
the proposed system design utilizes the inherent MIMO
diversity in cooperative MIMO system to achieve better
performance in bit error rate. Although the cooperative
MIMO systems required more control messages, the energy
consumption analysis shows the total energy consumption
is much lower due to reliable transmission. Thus proposed
cooperative MIMO system provide an energy efficient and
reliable transmission.

REFERENCES

[1] H.-Y. Shen and S. Kalyanaraman, “Asynchronous cooperative mimo

communication,” inlEEE WiOpt 2007.

J. L. B. C. Fragouli and J. Widmer, “Network coding: An instant

primer,” in ACM SIGCOMM 2005.

S. Biswas and R. Morris, “Exor: Opportunisitc multi-hop routing for

wireless networks,” ilACM SIGCOMM 2005.

[4] R. M. de Moraes, H. R. Sadjadpour, and J. Garcia-Luna-Aceves,
“Many-to-many communication: A new approach for collaboration
in manets,” inlEEE INFOCOM 2007 May 2007.

[5] J. N. Laneman and G. W. Wornell, “Distributed space-time-coded
protocols for exploiting cooperative diversity in wireless networks,”
IEEE Trans. Inform. Theoryvol. 49, no. 10, pp. 2415-2425, Oct
2003.

[6] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity-
part i: System description|EEE Trans. Communvol. 51, no. 11,
pp. 1927-1938, Nov 2003.

[7] J. N. Laneman, D. N. C. Tse, and G. W. Wornell, “Cooperative diver-
sity in wireless networks: Efficient protocols and outage behavior,”
IEEE Trans. Inform. Theoryvol. 50, no. 12, pp. 3062-3080, Dec
2004.

[8] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity
- part ii: Implementation aspects and performance analy$&2E
Trans. Commun.yol. 51, no. 11, pp. 1939-1948, Nov 2003.

[9] A. Stefanov and E. Erkip, “Cooperative space-time coding for wireless
networks,” IEEE Trans. Communvol. 53, no. 11, pp. 1804-1809,
Nov 2005.

[10] A. Ozgur, O. Leveque, and D. Tse, “How does the information
capacity of ad hoc networks scale,”toceedings of the 44th Annual

Fig. 11. The total energy consumption decrease very little in proposed  Allerton Conference on Communication, Control, and Computiep

system as the sending/receiving group size increases from 3 to 4.

2006.
[11] A. Stefanov and E. Erkip, “Cooperative information transmission in
wireless networks,” imPsian-European ITW 2002un 2002.

diversity gain. Although the destination node onIy detect&?] T.E. Hunter and A. Nosratinia, “Diversity through coded cooperation,”

signals based on majority, the BER at destination node

. |[EEE Trans. Wireless Commurol. 5, no. 2, pp. 283-289, Feb 2006.
[i%] A. Ozgur, O. Leveque, and D. Tse, “Hierarchical cooperation achieves

improved since the receiving nodes already detect correctly. linear capacity scaling in ad hoc networks, TEEE INFOCOM 2007
On the other hand, cooperative code combining does 1]%{] May 2007.
n

utilize the transmitter diversity. The receiving nodes can

S. Yi, B. Azimi-Sadjadi, S. Kalyanaraman, and V. Subramanian,
“Error control code combining techniques in cluster-based cooperative

detect the signals correctly due to low SNR and no diversity wireless networks,” inEEE International Conference on Communi-

gain. Although the destination node uses code combining

help recover the original information bits, too much erro

cations (ICC) 2005.
[ﬁ.%] B. Vucetic and J. YuanSpace-Time Coding John Wiley and Sons
Inc., 2003.

in receiving signals makes code combining useless. Thus] A. Paulraj, R. Nabar, and D. Gordntroduction to Space-Time

cooperative MIMO system with STBC (no code combining
has better performance than cooperative code combini

Wireless Communications Cambridge University Press, 2003.
[?’1]5] V. Tarokh, H. Jafarkhani, and A. R. Calderbank, “Space-time block
codes from orthogonal design$EEE Trans. Inform. Theorwol. 45,

system (no STBC) when the size of receiving group is odd no. 5, pp. 1456-1467, Jul. 1999.
1

and SNR is low.

V. CONCLUSION

[18] H. Yang, B. Sikdar, and H.-Y. Shen, “A cooperative mimo mac
protocol with dynamic thresholding for sensor networks,” submitted
to INFOCOM 2008.

[19] H.-Y. Shen, H. Yang, and S. Kalyanaraman, “Wireless

In this paper, we proposed a energy efficient cooperative cooperative ~ mimo  systems with  code ~combining and

MIMO system. STBC and code combining are deployed in

the sending group and receiving group, respectively. The

space-time  block codes (stbc)” unpublished manuscript

bi http://www.rpi.edul shenh2/coopmimo.pdf.
it

error rate (BER) performance is analyzed and the empirical
results generated by simulation is given. With the analysis
and simulation result for BER, the energy consumption for



