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Abstract— In this paper, we investigate a joint source-network to heterogeneous users simultaneously. The challenge is to
coding scheme for adapting a scalable video bitstream. Both encode a video to facilitate efficient and precise adaptaifo
embedded bitstream and error-control codes are easily andme-  iha encoded bitstream (adapting both the video bitstreain an

cisely adapted in a multidimensional way at intermediate ogrlay . . .
nodes to satisfy multiple heterogeneous users without cortgx €707 control codes) to satisfy multiple users without céerp

transcoding. These distributed nodes form an overlay serge transcoding at intermediate overlay nodes. Here, by 'asapt
network, and adapt both the video bitstream and error-control  mean reducing one or more of the three scalability dimession
codes based on both user video request and network conditisn (frame-rate, resolution, and quality) of a video bitstreslong
Video coding functions are distributed across the video saue with the corresponding error-control codewords to satisfy
and the network. A novel fine granular adaptive FEC scheme, het d dt twork fi
a generalization of MD-FEC, is proposed for error recovery eterogeneous usgrs and respona to networ Conges |.on.
during video transmission to heterogeneous users. Encodin =~ MPEG-21 [6] aims to enable the use of multimedia re-
once, the new method can satisfy multiple heterogeneous use sources across a wide range of networks and devices. The
simultaneously without decoding/recoding FEC at intermedate proposal for the MPEG-21 Part 7 standard is digital item
network nodes. adaptation (DIA), which raises the possibility of in-netko
~ Index Terms—scalable video, FEC, overlay network, adapta- video adaptation [6][7] and fits very well into an overlay
tion, video streaming infrastructure. To adapt a multimedia bitstream for mugtip
users, Mukherjeeet al [8][9] developed a metadata-based
. INTRODUCTION method called structure scalable meta-format (SSM) [10].

Simultaneously streaming video to heterogeneous devicéggeir work focuses on a framework for modeling and adap-
such as powerful PCs, laptops, and handset devices, i¢ating arbitrary scalable multimedia bitstreams in a manne
challenging problem, since different users may have diffehat is fully format agnostic, but no specific error control
ent video frame-rate, resolution, and quality preferences Methods are considered to match the bitstream adaptation.
computational and connection-link capabilities. In order Priority encoding transmission (PET) by Albaneseal [11]
serve heterogeneous users, conventional approachesqmndis a packetization scheme that combines layered sourcagodi
media, Real player) maintain multiple versions of any piectith unequal erasure protection. The authors applied the
of media that suit a variety of capabilities and preferencd3ET scheme to the, P, and B layers of MPEG video,
While streaming, the server sends separate copies of the s did not optimize the code rate to minimize the end-to-
bitstream to different users, which is clearly not efficiemt €nd distortion for a given overall transmission rate. Saber
terms of bandwidth utilization. IP multicast is an efficienlgorithms have been proposed for optimal forward error-
way for simultaneous bulk data delivery. The most seriog®rrection code (FEC) assignment for progressive (emhfdde
problem faced by multicast today is the deficiency of itdata. Puriet al [12] solved the problem using a Lagrange
deployment in the wide-area network infrastructure. As dnultiplier-based algorithm. Mohet al [13] described how to
alternative, application-layer multicast [1] was prophstn achieve an approximately optimal assignment of FEC to pro-
this approach, end systems, instead of routers, are Omnigressive data using a local search algorithm that is esdignti
into an overlay network to relay data to each other in a peer-@ Lagrangian optimization. Stankowét al [14] presented an
peer fashion. Recently, service overlay networks (SONJ3R] efficient algorithm for greedy search from a near optimaiahi
[4] [5] are gaining attention, in which user-defined apgiiza- condition. The above papers mainly focus on developing end-
level functionalities are provided at overlay nodes, moant t0-end optimization schemes to protect a progressive eést,
simple forwarding of packets. without any adaptation being considered for diverse users.

This paper explores the feasibility of using a servic€Chouet al [15] presented and evaluated constructions for two-

overlay network to address the problem of streaming vidédyer multiple description codes using FEC to satisfy uasio
user preferences. Stankowtal [16] modified the method of
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trary, and efficient, yet near optimal adaptation of both tHdsers "A” to "G” have different video requests (shown as
encoded video bitstream and the error-control code to seffame-rate/resolution/bitrate”). Her€ and @) represent the
multiple diverse users. JSNC includes the following twoelovcommon CIF and QCIF formats, respectively, andto p,
concepts: are the average packet-loss rates of different overlayalirt

1) integrated video coding (IVC): Video coding functiondinks.
(i.e. bitstream truncation and packetization) are dis-
tributed across the source and the network to facilitate 30/C/2M
simple and precise adaptation of the bitstream for het-
€erogeneous users.

2) novel fine granular adaptive FEC (FGA-FEC): In co-
operation with IVC, the proposed FGA-FEC scheme
can adapt the FEC coded bitstream to satisfy multiple
heterogeneous users without FEC decoding/recoding at

intermediate overlay nodes. This extends scalability to
channel coding. Fig. 1. Intermediate adaptation of the video bitstream @iing to user
Yideo requests and network conditions

30/C/IM

30/C/3M Pa
15/Q/384k

Our work is different from proxy-based streaming and mu
ticast layered streaming. Proxy streaming systems cace®vi

content at a local proxy disk and transcode (decode/re¢bde) based lable bandwidth ideal vid d
video bitstream for different users. In multicast layerédieo request based on available bandwidth, user ideal video, an

streaming, a video server sends different layers to difiiereJSer adaptation order using Algorithm | below. These video

multicast groups. Receivers adapt to network conditions 59quests are collected and aggregated from end users to the

joining and leaving these multicast groups, which howevererver b)_/ the DSNs. The server th_en enco_des the scalal_ale
results in a large amount of signaling traffic in a dynami\f'deo using JSNC based on the highest video request (in

network. Further, the adaptation is limited to availablgets. € Fig.1, 30/C/3M) and the current packet-loss rates. JSNC
Meanwhile, our JSNC only sends one bitstream but can arffyides each network packet into small blocks and packs the
trarily adapt video frame rate, quality, and spatial reohu FEC coded bitstream in such a way that if any or|g|n_al data
without transcoding. Moreover, JSNC can provide an ef'ftcieﬂ""c_kets are adapted (dropped or shortened), the_correﬂgqnd
error-control mechanism in cooperation with scalable oitte parity bits are als_o gompletely removed. A_‘t intermediate
satisfy heterogeneous users simultaneously. DSNs, the adaptation is conduc'ged by removing some blqcks
The rest of our paper is organized as follows. In Section ff0M €ach packet and/or dropping whole packets to satisfy

we describe the details of our JSNC scheme. Simulated atﬁﬁ er_1d users (gescg‘?e‘i In ?fta'l at Septlon “'[lzf).' .Sm(.:e
experimental results are given in Section Ill. Conclusiand there is no FEC ecoding/recoaing, JSNC is very efficient in
prospective future work are listed in Section IV. terms of computation. Furthermore, the data manipulatson i

at block level, which is precise in terms of adaptation, give
a sufficiently small block size.
Il. JOINT SOURCENETWORK CODING : .

Three important questions need to be answered.

A. System Overview « How should the video be encoded by JSNC to facilitate
JSNC uses an overlay infrastructure to assist video stream- multidimensional adaptation?

ing to multiple users by providing light weight support at , How should the bitstream be adapted efficiently, given
intermediate overlay nodes. These overlay nodes withioerta  the user's ideal video, adaptation order, and network
service functions, such as bitstream adaptation, FEC com- ¢gnditions?

putation and so on, more than just store-and-forward, are, How should FEC be designed to accommodate hetero-
called data service nodes (DSN). Diverse end users may geneous users, and yet be easily adaptable for highly

have different network connection, computational capacit  scalable bitstreams at intermediate data service nodes?
and video display size, hence, they probably have different

subjective ideal video and adaptation order preferencese,H i
ideal video is defined as the type of bitstream the user initiallff- Integrated Video Coding (IVC)
requests from the system. Additionallgglaptation order is The main goal of IVC is to encode and represent a scal-
the user’'s chosen adaptation order in terms of quality, éramable video to facilitate simple and precise adaptation ef th
rate and resolution. The ideal video and adaptation order &itstream to the available bit budget, both at the source and
input to system from the user-node console at the beginrfinginside the network.
streaming. Since DSNs are often placed within a high-speedn general, a piece of scalable bitstream which contains
network, in this paper, we assume that thereaascongestion nested tiers of scalability with thigh tier containingL; layers,
between DSNs. We also assume that a profile (description file=0,1,2,..., N — 1, can be represented ashadimensional
[17]) of the video bitstream is sent before the streamingieas hypercube. The total number afoms (elements) of the cube
to both end users and DSNs to facilitate adaptation. is Hf\;’ol L;. A specific atom is denoted\(lo,l1,...,In—1),

We outline our idea with a simplified example. In Fig. 1wherel;, € {0,1,...,L; — 1}. For instance, Fig. 2 shows a
DSNs construct an overlay network to serve several useitsree-dimensional (3-D) cube of atoms in dimensi¢frame

While streaming, the user nodes determine thédeo



rate ,resolution ,quality [10]. There areL, = 5 frame-rate and, if necessary, further reduce resolution down one alpati
layers, Ly = 3 resolution layers, and., = 5 quality layers. level, and do this iteratively, until to the minimum tolelab
Each atom corresponds to a piece of subband bitstream wbitstream with¢ temporal levels and spatial levels, or the

size in bits: minimum PSNR (quality) requirement is met.
Table Il summarizes the terms used in the sequel.
Sy 11, e In—1) = || AU, L1, oo In—1)- ) q
Adaptation of the scalable bitstream is equivalent to sisigc  __Terms | Definitions |
a subset of atoms for transmission Ly, Ls,Lg the number of layers in user’s ideal video
: . 1D daptati der identificati b
We use the fully scalablt_a MC-EZBC wdep coder [18].t0 S EC adzngr? g?ge?rpgﬁgmi”t;rﬁa;‘;”&;‘ﬂ; '
show the method of adaptation. We limit the tiers of scaighbil temporal layers> ¢, and spatial layers> ¢
to three: tempora' (frame_rate) Sca|abi|ity’ Spatia| Qtaﬁon) maxPSNR || best achievable video quality at a certain spatial and

temporal layer, given the available bit budget

scalability and SNR (quality) scalability. In the sequek use 5 ~vailable bandwidih of a Tk
{L, Ls, Ly} instead of the more gener@Lg, L1, Lo}. D packet-loss rate of a link
E[D(R)] mean video distortion
Quality Resolution
A TABLE ||
/A/(S\,(]L.),f)’4)A(]{-\§_l;1?4)A(2{-§I.(,Z41)44/&/(3,/_J\.(,\jl’)z/’2a(,4 /2(2’4% TERMS USED IN THE ALGORITHM DESCRIPTIONS
A(0,0.4) [A(1,0,4) [A(2,04) [A(3,0,4) |A(4,0.4)
A(0,0,3) [A(1,0,3) [A(2,03) [A(3,0.3) [A(4,0,3 . .
Aﬁomﬁ Aglo‘g% Aﬁz,ozi A§3|0‘2; A§4|0‘2; To respond to the available bit budget, DSNs or user nodes
2(8'8'3) //:(}8%) 2‘5’8’3’ //:(g,g,(l)) 2(118%) adapt the bitstream based on user specified adaptatiorsorder
0.00) 120.00) 14200 AE00 12300 > At each adaptation step, we determine the best achievable

Frame Rate video quality (maxPSNR), and iterate until satisfying max-

Fig. 2. 3-D video scalability in the form of atoms of a GaR(i,j,k) PSNRZ=~ dB according to the specified adaptation order:
represents an atom dframerate, resolution, quali L
P ¢ qually At each step: T =14; i€ {Ly, Ly —1,---,&}

Given the representation in Fig. 2, we can adapt the atoms S=j; je{LlsLs—1,--+,(}

to the desired frame-rate, resolution and quality, acogydo Find :

user’s ideal video and adaptation order, as well as theabilail mazPSNR(T, S) (3)

bit budget. Given a bit budge®, a subset of atoms can be

chosen to satisfy: Subject to: 1 oS g lci(:l'o’l” S, Ls, 1) < Q
T S QUils) A unigue solution ofT’, S, Q(l;,ls) can be found by use of
Z Z Z S(le, s, 1g) < €, ) Algorithm 1 below, given a specified adaptation order. The
1=01:=0 14=0 result of solving (3) is the target adaptation data set that

whereT and S are the number of temporal and spatial layersonstitutes this user node’s video request. If all adagtatstill
respectively,T < L; and S < L,. Here Q(l;,l,) is the cannot meet the user requirement, there is no bitstreantsent
number of quality layers at that temporal and spatial laydhis user. Therefore, the user node’s video request couldene
There may be several differerit, S, Q(l;,1s) values which same as user ideal video, given enough available bit budget,
satisfy (2), so the particular set is chosen based on uskers i or shrink down to zero if minimal requirements cannot be met
video and adaptation order. Since we have only three formsafe to very low available bit budget.

adaptation{frame rate, resolution, quali}y the total number =~ Now we show how to map this adaptation method into an
of adaptation orders i8 x 2 x 1 = 6. Table | lists all the embedded MC-EZBC coded bitstream shown at the top in Fig.
possible adaptation orders, whefe s, g} representgframe 3. The server encodes the bitstream in such a way that the

rate, resolution, qualify adaptations, respectively. subsets corresponding to lower frame-rate/resolutiaiiyu
of the video are embedded in bitstreams corresponding to
[ ID | Adaptation order[ ID [ Adaptation order] higher frame-rate/resolution/quality. Different sultskieams
1 g—t—s 4 t—s—q can be extracted by intermediate DSNs in a simple manner
g 1= ; :z g r= g:; without transcoding, to readily accommodate a variety efsis
considering their computing power, connection bandwidth,
TABLE | and so on. We use the same notation as [19]. Each GOP
TOTAL NUMBER OF ADAPTATION ORDERS coding unit consists of independently decodable bitsteeam

{QMV QYUVY} as shown in Fig. 3. Let, € {1,2,...,L;}
The user can choose to adapt SNR, frame rate, resolutitgnote the temporal scale. The motion vector (MV) bitstream
or any combination of the three. For example, the user ide@l’V’, can be divided into temporal scales and consists of
video may be to view a video with PSNR no less thadB QMY for 2 < I; < L;. Letl, € {1,2,..., L} denote the
with full frame rate and spatial resolution, and the predsfin spatial scale. The subband coefficient bitstre@m?"’, is also
adaptation order ig — ¢t — s. If the desired PSNR cannotdivided into temporal scales and further divided into sygati
be met, we reduce the frame rate down one temporal lesehles agQ),7) }, for 1 <, < L, and1 < I, < L. Thus,



Algorithm 1: Pseudo code to find’, S, @ When parts of the video bitstream are actively dropped,
Input : Q,, ¢, ¢, Ly, Ly, Ly the DSNs need to update the FEC codes. This update has
Output: T, S, Q the same basic requirements as the in-network video coding

] ] - efficiency (low computational cost) and precision (if atpar
T'=Li; _S: Ls; _ of the video data is actively dropped, parity bits protegtin
minT’ = & minS = C; _ that piece of data should also be removed). Based on these
while (T’ > minT or § > minS) do considerations, we propose a precise and efficient fine gmanu

i‘oé\r{:aigg\lR < ~) then adaptive FEC (FGA-FEC) scheme based on Reed-Solomon
T—T_1 if7T > minT (RS) codes and PET [11]. Arbitrary adaptation of RS code-
solve (3) : ’ words is difficult. For exampleRkS(n, k) codeword cannot be
i (maxPSl,\IR < ) then adapted toRS(n — I,k — [) by simply droppingl symbols.
| S=S—1if S>minS ; One way to adapt arRS(n, k) is to decode first and then
else recodeRS(n—1,k—1), which is not computationally efficient
solution found,sto or multiple adaptations along the transmission path or for
| lution found,stop f Itiple ad i I h issi h f
end multiple heterogeneous users. FGA-FEC solves the problem
else by adapting the FEC in a "fine granular” manner to satisfy
| solution found,stop multiple diverse users, as discussed below. The FGA-FEC
end
R R R R
end ! I Iy | Iy
[ A | B \ c \ \ Y |
. [CAL [ By ][ B J[ Ci [ ][ Cw J[ - ][ Y1 ] Description 1
Motion vectors: A ][ B |[Bs][0x] Il 1 [ Vs Desorpton2
[Header [ Q™ [ .. [Q@™ ] .. [Q'™] } H H H H H H _ H }
B FEC B Ba . . .
Subband coefficients: J ' 2
- - [FEC J[FEC][FEC|[ C [ ... J[ G J[ .. ]| |
ﬁ Q" ‘ ‘ Qu™ ‘ ‘ Q"™ } [FEC | [FEC ] [FEC ] [FEC ][ FEC J[FEC ][ .. ][ - ]
< o | | | O | | | Pl
ﬂ Ql,zmV ‘ ‘ QMYUV ‘ ‘ QLLZYUV } [FEC | [FEC | [ FEC | [ FEC |[ FEC |[FEC |[FEC ][ Yx | Description N
ﬁ YUV ‘ ‘ YoV ‘ ‘ oV } Fig. 4. FGA-FEC encoding of one GOP, FEC is added verticallplack
ﬁ Quis ‘ ‘ Qus ‘ ‘QLLLS ‘ level and each horizontal line is packetized into one netwgacket. The

amount of FEC added and the bit allocation are obtained ¢firaptimization.
Fig. 3. Hierarchy of MC-EZBC bitstream to facilitate 3-D adation

encoding method is quite similar to PET [11] and MD-FEC
. . . [12]. Given a piece of coded video bitstream, shown at the
the video at(1/4)™ spatial resolution angl/2)" frame rate top in Fig. 4, divided into chunks a8, B, C, ---,Y, in EGA-

is obtained from the full bitstream as: FEC, we further divide each chunk of bitstream ir@cks.
Omn = QYUY 1<l <Ly—m1<l,<L,—n} A small_er block size means finer gran_ulanty an_d h_er_wce b_etter
MY adaptation precision. In Fig. 4, the bitstream is dividetb in
U {Qlt :2< 1 < Ly —n} (4) b|ocksa5(A1’...;Bl’...7321.;017...’Ck;...;yl7...7YN),
In every sub-bitstrean};V’, subbands frony’, U andV/ wherei < j < --- < N andi,j k.., N are determined

are coded in an embedded manner from the most significRdsed on network conditions and the block size. RS encoding
bit (MSB) to the least significant bit (LSB). Scaling in termdS @Pplied vertically across these data blocks to genesaigyp
of quality is obtained by stopping the decoding process pt ahlocks. Each vertical column represents a dgta chunk divide
point in bitstream(,, ., given the available bit budget. into blocks, .follqwed by the generateq parity blocks. More
Since the adaptation can be implemented as simple droppfHigC Protection is added to the more important parts of the
of corresponding atoms, DSNs do not need to decode apfgﬁtream and less l_:EC is aIIocated_to data with lower pyorl_
recode the bitstream, thus being very efficient. Furtheg, tne optimal allocation of FEC to different chunks of data is
adaptation is done based on atoms in a bitstream, whichdfgScribed in [12][13][14] and [20], as well as later in this

almost as precise as pure source coding if the size of the atBPer- After FEC encoding, each horizontal row of blocks is
is chosen small enough. one description, and in this paper, one description is edgit

to one network packet.
] ] Similar to MD-FEC [12], FGA-FEC transforms the priority
C. Fine Granular Adaptive FEC ordered bitstream from an embedded video coder into non-
Automatic retransmission request (ARQ) and FEC codimgiority descriptions. The granularity of FGA-FEC adajuat
are two widely used methods to protect packets from chanilat block level. For instance, suppose that a DSN needs to
losses. Due to the feedback flood problem in a multicaatiapt the video bitstream by dropping one piece of bitstream
environment, we choose to study FEC as our protectisay{Cy_;,--- C} in Fig. 4. This can be achieved by remov-
method. How to design an FEC mechanism for heterogenadng the original data and FEC blocks related @y, ;, - - - Cj}
users and how to incorporate it with the IVC scheme is ofitom each network packet. Fig. 5 shows the adaptation of
main design goal. one FGA-FEC encoded GOP, where two blocks need to be



removed from each description of the GOP. Hence, all packetsvherea; = ﬁ fori=1,2,---,N —1;anday = 1.
Finding the optimal rate break poin{R,,n € [1, N]} is
|/~ One description — Gop effectively a bit allocation problem addressed in [12],][Ed
One N e e [14]. Flor simplicity, we use a generalized BFOS elgorithm].[z
GOP ||Soomooomeo (Algorithm 2 below) which finds the optimal bit allocation

o . . . .

o e solution by a simple search. As shown in [12],df/q; <

ai+1/qi+1 for somei, then in the optimal solution we will

Fig. 5.  Adaptation of an FGA-FEC encoded GOP, two dark blogls have R, = R; ;1. Hence,R;;; need not be computed - it
removed from each description, including both originaladahd parity bits is sufficient to optimizeRl- and then se®, 1 = R; at the

0poooo
0poooo
apoooo
aoooo
0pooo
apooo
0ooooo
apoooo

(both data and parity) are shortened, and this is the orfl d. We therefore remove -frolm the ligh, Ry, ---, Ry any
processing that needs to be done - no FEC transcoding is n chR;1, remembering its indices, and re-label the remaining
variables into a new lisRR;, R, ---, Ry, where N’ < N.

essary. Further, the removed parity bits correspond palgcis
to the data bits that are dropped. To facilitate intermediat : :
adaptation, an information packet is sent ahead of each GOP Algorithm 2: BFOS algorithm

to tell the DSNs about the block size, FEC code, and bitstream 1) Fori=1,2,..., N, setR; = Ryaz-

organization, with the consumption of a very small amount of 2) Fori =1,2,..., N/, calculate the change in distortion.
bandwidth [17]. AD

Next, we find the optimal FEC assignment for a given

scalable video bitstream. The bitstream has three types of

(Rp) = _%[D(Ri“) — D(Ri1 +1)]

. . . qi
adaptation: SNR adaptation, frame-rate adaptation, asulue —E[D(Rz') — D(R; —1)] (8)
tion adaptation. Frame-rate and resolution adaptatiorocin . ‘ _ ADe
be performed in discrete layers. For instance, a CIF video Let ! be the index for which (Z%): is minimum.

can only be adapted to QCIF video in terms of resolution 3) SetR, =R, —1.

adaptation. There is no continuous resolution type between 4) Calculate the total rat&;,q:.

CIF and QCIF. The ClIF-related part of the bitstream is 5) If Riotar < Rinax, Stop. Otherwise go back to step 2
directly removed from the original bitstream (Fig 3), and no  6) Fori=1,2,..., N, round downR; to the nearest

optimization is needed. Since the bitstream is progrelysive multiple of i. N _
encoded, the SNR adaptation is fine granular. Then we can 7) For JSNC, we add the additional step of rounding the
find the optimal solution for SNR scalability. Furthermore, resulting Z; to a multiple of the block size.

whenever frame-rate adaptation or resolution adaptasipeii-
formed, protecting the adapted bitstream remains the pnobl

o : L ; More detail regarding the BFOS algorithm can be found
of finding optimal protection in terms of quality.

. in [21] and [22]. Now that we have the optimal bit-allocation
Suppose we want to crealé packets per GOP. Following result, the break points of the bitstream are known, and we ca

[20] and [12], letg; be the prebability that any .OUt of .N encode the bitstream using FGA-FEC as illustrated in Fig. 4.
packets are successfully delivered. The goal is to find the

optimal bitrate partitionR = {R;,Ro,..., Ry} in Fig. 4, QM Q1™ Q12" Q™Y QM @z Q" @y
which minimizes the end-to-end mean distortiBpD (R)], One
Packet
N
E[D(R)] =) a:D(Ry), (5)
1=0 Total N
packets

subject to:

0< R <Ry <...< Ry
Rtotal S Rmaz;
Ri—Riflzki*i; kiEOandizl,...,N

where R,,... IS the available bandwidth for the channel,

and Ry = 0. Given a packet-loss probabilify and assuming Fig. 6. FEC assignment and adaptation to different frameeaat! resolution.
independent losses: can be calculated as: Adaptation of SNR can be easily achieved by removing relagztical blocks
P 8i from each packet. Blank colored blocks contains FEC.

Remove for| _—
half resolution

~
Remove to achieve half frame rate

N i N—i
4= ( i > (L=p)p™ . ©) To facilitate adaptation, the JSNC encoded bitstream can
Riorar is the total bandwidth (bitrate) available for both FEP€ rearranged, for example as shown in Fig. 6, with= 3
and video data and can be calculated as: and L, = 2. DSNs can adapt the JSNC encoded bitstream
Ry Ry — Ry Rx — Ry_1 a_c_cording to the user node’s_ video request and net_work con-
Riott = —N+——F—N+- +————N ditions. For temporal adaptation and spatial adaptati@&i\N®

]%, 2 N N can directly remove the related part from the encoded béstr
— Z N R, — ZaiRi’ (7) in Fig. 6. For SNR adaptation, the DSN needs to calculate
i i=1

i(i+1) which sub-bitstreams need to be removed, and adapt each



packet as illustrated in Fig. 5. Since we shorten each packeWhile streaming, DSNs adapt the JSNC coded bitstream for
in the same GOP by removing related blocks, both FEC attieir direct downlinks based on user video request, adaptat
data blocks are actively removed. order and network conditions. Adaptation to user video estu
is straight forward, DSNs can directly remove the bitstream
D. Joint Adaptation and FEC codes as shown in Fig. 5 and 6. To adapt to a
. . lower bandwidth B < R,...), DSNs need to do further
_In this sectlonz we state hQW to adapt the JSNC encod gaptation of the bitstream by dropping descriptions tsigr
bitstream according to user video request and network eongdi - descriptionN' and thenN — 1. --, until Ry < B)

tIORS. Thetgdarc)jtatllon chmlt IS (r)]ne GOP.d det . i _dpr shortening each packet (starting from rate break points
s mentioned already, each user node determines its vi ﬁ](\)/,RN—la"'a until Ry < B) at Fig. 4 or by doing a

request b"’?s.ed on user ideal yideo, adaptation order. aqd W Mbination of the two methods. Suppose after adaptation,
work conditions. While streaming, each end user perioficaly, oo 4re onlyM (< N) descriptions left with the available

estimates the available bandwidth and packet-loss ratg rate break-pointsiy, Ra, - - -, Ry, where K < M. Then the
to its uplink, wherep can be measured based on observee pected distortiosl’aftQér a(iapl't(a;tion . '
packet losses, anB can be estimated using the TCP friendly '

equation [23], K
auaton (23 . FID(R)] = Y aeD(Re), (12)
B = , 9) k=0
Tm\/% + Tm(?’\/%)p(l + 32p2) subject to:
Rtotal S B

whereS is the packet size in bytes,., is the estimated round-
trip time between user and its DSN in secorifis, is the TCP where the probability of receiving out of A/ packets is
timeout on this link. M v

User video request and adaptation order are collected and ¢ = ( j ) (L—p)yp™ 7. (13)
fed back to the server by the DSNs. After the user node
determines its video request using Algorithm 1 (Section II-
B), a 7-tuple of parameters is sent to the DSN as following: Algorithm 3: Algorithm to adapt to lower bandwidth

T,8,Q,1D,v,¢,¢}, Input = B, N, T, 8, @ ID, 7, & ¢
{ s Output: Ry,---,Rg, N — i

Adapt based on user video requést, S, @;

where T, S, denote the user video request in temporal,
spatial, and quality layers, respectively; ahB and~, &, ¢ )

indicate the adaptation order and user minimal requirespent Upda.teRl,Rg, e B

cf. Table Il. Each DSN aggregates the video requests of itsLQOp' , M

downstream users into A, x L; matrix, ©, whose (i, j)th Find Iarg?smf , such thaty |;~, o R; < B, where
element ©(i, 7)) denotes the requested highest quality layer at & = J(éw—l) forj=1,--- M =1, an =1,
spatial resolutiori and frame ratg among all its downstream M" =N — M’

users. TheOs are aggregated along the DSNs to server.for (i =0; i < M"; i+ +) do o
Suppose that a given DSN has two child DSNs that send their | Remove deSC”pt'O”B{{ to N —iin Fig. 4,
video request®; and O, this parent DSN then produces Find Rx such thaty ;" , o; R; = B, where

aggregated video requests as follows: = 75\;—;; forj=1,-,N—i—1, an_; = 1;
- . . Round R as Algorithm 2 step 7;
O(i,j) = max(01(i, ), O2(i, 7)) Calculateq; as (13) withM = N — i;

Effectively we are streaming through the overlay network to | E[D(R)]i = Yt 4 D(R):;

satisfy the maximum of the user video requests. The serveend

can then encode the video bitstream according to the aggretuinE[D(R)] = min{E[D(R)];,i=0,---,M"};

gated user video request and loss rate (estimated using thé (minE[D(R)] < maxPSNR > ) then

method in [24]). Since we assume that there is no congestion| Solution foundstop,

between DSNSR, ... iS chosen large enough so thag can eIseM q q o level:

accommodate the aggregated video requests. Agget bci)t\gtr;ezr;r? gasg;agﬁnth?svi\c’ia tation level;
Similar to an end user, each DSN maintains a QoS param- U dp r R e P '

eter vector for both available bandwidth and packet-logs ra pdate Ly AR T r Ty RN

{B, p} of its direct links, where goto Loop;

end
B={B;:i€{0,1,2,..., Niown}; (10)

- . Given the available bandwidtB of a particular user, there
p={pi:i€{0,1,2,..., Naown}} (11) might be many pairs of\/ and {Rx} that satisfy the bit
and: = 0 is for uplink, Ny, is the total number of its budget. The task of the DSN is to find a target adaptation
direct downlinks. These parameters are used for adaptafiorbitstream that has the minimufi[D(R)] using Algorithm 3,
the JSNC coded bitstream for each user. i.e. the DSN needs to find the best combination of dropping




descriptions and shortening packets by a search algorittpackets at intermediate nodes, without decoding/recoitiag
based on user adaptation order. In detail, a DSN first adaptsC. Several questions need to be answered about the new
the bitstream to the user video request, since some subbgethnique:

bitstreams might be removed (as shown in Figs. 5 and 6), thel) Can the in-network block-based adaptation of embedded
rate break points?;, R, - -, Ry should be updated. If still bitstreams achieve almost the same quality as source
Riotar > B, the DSN needs to further adapt the bitstream coding?

to satisfy the available bandwidth, again considering theru  2) Since JSNC is a generalization of MD-FEC, how does it
adaptation order. At each adaptation step, the DSN first finds  perform compared with MD-FEC as block size varies?
the search range, by iteratively removing descriptiérand 3) JSNC serves multiple heterogeneous users by adapting

rate break pointRy, descriptonN — 1 and Ry_1, --- both source- and channel-coded bitstream. Is it optimal
until there areM’ descriptions and/’ rate break points left, or near optimal?

which satisfy Risiar < B. Thus, the maximum number of 4) How does JSNC perform compared with conventional
descriptions which can be dropped to satisfy the bit budget i unicast streaming?

M" = N —M' . Within the search rangé (— M"), we start ~ We performed simulations and experiments to show the
from ¢ = 0 (no description is dropped), we search for a ratgffectiveness of our JSNC approach. We used 300 frames of
break pointRx by iteratively dropping the right-most blocksthe Foreman CIF test sequence at 30 fps, 16 frames/GOP,
of Fig. 4 (Rx can be an original break point or a new breakcalable source coder MC-EZBC, and Reed-Solomon codes
point between two original points), which satisfiés,... = B, used for FGA-FEC channel coding. Adaptations are done
to calculate E[D(R)];. Then we move tai = 1 (drop one at intermediate overlay nodes using the JSNC encoded MC-
description), search again for a rate break péipt, calculate EzBC bitstream. Each simulation is run at least ten timed, an
E[D(R)]; ,---, until i = M". Then we find the minimum we present only averages for statistically meaningful ltesu
distortion (minE[D(R)]) of this step. The process is repeated

along the adaptation order, until we meet the user minimal JSNC vs. Source Coding

quality requirementnazrPSNR > ~dB. After calculation, At an intermediate DSN node, suppose we need to adapt
the DSN only needs to send ol — i descriptions with the pitstream to match the available bandwidth of a certain
maximum video bitrateR to this user, wheré corresponds gownlink. The scalable source coder can generate a bitstrea
to the step with mit’[D(R)]. that exactly matches the bandwidth. But JSNC adapts the
Algorithm 3 can be simplified to a coarse, computationallyjtstream at block level, so the adaptation will not be asisee
efficient method, we caldlirect truncation, wherein the DSN 55 that at the source coder. So here we focus on comparing the

adapts the JSNC coded bitstream by directly shortening eaﬁiﬁing efficiency of JSNC vs. source coding, and we assume
description to satisfy the available bandwidth, with noal§s  there is no FEC added.

tions dropped }/” = 0). Direct truncation could be used at
DSNs that lack computational power, such as battery powert
mobile nodes.

Summarizing, we have presented several building blocks
the proposed JSNC scheme, with the overall procedure sho\; ! [
in Table Ill. Steps 1 and 2 are inputs to the streaming syster?” fooa
while steps 3-6 are repeated at every GOP. *

32—

42 0.07

40

S 0.05) Real difference falls
in the shadow area

Overall procedure 3 s 100

1. Users decide adaptation-order, the output i ~, &, ¢;

2. Users decide ideal video, the outputlis, Ls, Lq, which
are inputs to Algorithm 1;

3. User nodes determine video requests using Algorithm 1,

200 250 300 12 3 4 7 8 9 10 11 12
es)

150 5 &
Frame Number Block Size (in Bytes)

Fig. 7. MC-EZBC source coding vBig. 8. Effect of block size, smaller
JSNC for block size 8 bytes and 9%ffock size means finer granularity of

the result isT’, S. O: Kbps available bandwidth adaptation
4. DSNs collect/aggregate video requests to server; | +—e o . s
5. Server runs Algorithm 2 to allocate FEC and then encofes o - R e N S vt
video using JSNC; N R T bng o
6. DSNs adapt JSNC coded bitstream to serve users using g g W N
Algorithm 3; gor T 2%
EZS § 25
TABLE Il o 2
20{f —* 1Mbps
OVERALL PROCEDURE Sk
16 32 48 Ggluckggze (|2?3y[ei)12 128 144 160 200 250 300
Fig. 9. Effect of larger block size dig. 10. Video quality of 3-D adap-
I11. SIMULATIONS AND EXPERIMENTS different rate tation to match the available band-
width from 2 Mbps down to 512
JSNC distributes the video coding functions across the Kbps

server and the network and can adapt both the video bitstream
and error-control coding to satisfy multiple diverse users Given a video bitstream at 1 Mbps, JSNC can packetize
by simply adjusting the packet size and/or dropping relatdde bitstream intol28 packets per GOP in the order of SNR



scalability, with block size oB bytes, resulting in a network B e
packet size of aboui20 bytes. In a scenario where the lastz "™
mile available bandwidth of a user #91 Kbps, to match
this bandwidth, JSNC can only adapt the 1 Mbps bitstreaiz s
to 976 Kbps by removing the last 3 blocks from each packeifg’ 6
Fig. 7 shows PSNR¥ of the source coded video 891 Kbps 2
versus JSNC adaptation to network conditioAat Kbps. The y
overall PSNR of JSNC i9.04 dB lower than source coding O Beme 0T e T
in this case.

Obviously, the block size of JSNC can affect adaptatioﬁ
precision. In Fig. 8, we plot granularity of adaptation wers

block size. Here, the last block is removed from each networkFig. 11 compares number of bits in each layer and we found

packet (equivalent to removing the last column in Fig. 4 +'the two schemes can generate a very similar layer size.
Clearly, _smaIIer block size means finer granularlty._ The WPha hit difference between JSNC and MD-FEC is due to the
curves illustrate two extreme cases. The "min differences nding at different precision levels. Fig. 12 shows thet t

happens in the case where both JSNC and source coder remo¥e s chemes generate almost the same bitrate as we move
the same amount of bitstream to satisfy a bit budget. Tlﬂ‘?rough the layers from base layer upwards

"max difference” happens at the case where JSNC removes thgyegits in this section show that JSNC performs almost the

whole "Y” column in Fig. 4, while the source coder only needsame as MD-FEC in terms of protection and bit allocation.
to remove the "Yy” block from the bitstream. In other cases,

the PSNR difference falls in the lined area between these t\efo
extreme curves. Fig. 9 further shows the adaptation grabula
at larger block sizes and different bitrates by removinglése
block of each packet. The granularity becomes coarser akblo
size becomes larger. 2
Each user has an adaptation order to respond to dynan ¢
network conditions. In Fig. 10 we show the corresponding £
video quality when the available bandwidth drops. Oridinal
the user is receiving a 2 MbpBoreman, CIF, 30 fps bitstream.

a
8
S

10|

er layer (kb)
IS
5
8

@
8
3

N
5
8

4

Bit rate as subscribe more layers (Kbps)
5
3

ig. 11. Number of bits in each laydtig. 12. Bit rate as layer adds up

JSNC Adaptation vs. Optimal Bit Allocation

o
S O

PN
S

10

Disto
Number of packet received
w
S

(SR
o

o

Starting with frame100, however, the user has onlyl2 o 500 oo w700 % o501
Kbps available bandwidth. Here, we list three possible i " o

. . . RDcurve of the seventh GOP @) The probability of number of re-
for the user: (a) SNR adaptation to 512 Kbps; (b) Tempor%; eman ceived packets

adaptation to 7.5 fps; (c) Spatial adaptation to QCIF. Both
choices (b) and (c) need additional SNR adaptation to fit i s
512 Kbps. The user can choose an adaptation order bas =
on profiles like Fig. 10 and its own display and computing £«
capabilities. g%
Results in this subsection show that JSNC can adapt tt =2
bitstream almost as precisely as can the source coder. T *
maximum difference is less than 0.003 dB for a block size @ % 20 40 eo0 a0 100 1200
1 byte in Fig. 8.

S

Parity bytes 60 Parity bytes
Il Source bytes

Il Source bytes

Packet number
Now A
S

N
o

N

200 400 601 800 1000
Byte position in packet Byte position in packet

(c) Bit allocation 1100 Kbps, théd) Bit allocation 800 Kbps, the source
source data and FEC data byte positdata and FEC data byte position in
B. JSNC vs. MD-FEC in each 1145-byte packet each 833-byte packet
JSNC extends MD-FEC by providing additional multidi'Fig. 13. The operational rate distortion curve, binomid,(615) distribution
mensional adaptation capabilities with both source dath ashd matched bit-allocation result of the seventh G@Rman CIF sequence
FEC data, to facilitate in-network processing. JSNC coding
is at block level, the difference between JSNC and MD-FEC At intermediate nodes, JSNC adapts the bitstream and FEC
occurs at Steps 6)-7) of Algorithm Il (BFOS). For MD-FEC)y shortening packets and/or simply dropping packets teeser
R; is rounded down to a multiple of in bit level, but for multiple heterogeneous users. A better solution would be
JSNC, rounding is at block level, and usually the block size optimize the bitstreams on the links for each individual
is one byte. user and adapt the bitstream by decoding/recoding the FEC
We compare JSNC and MD-FEC by encoding the first GO#®dewords based on user-node video request, user adaptatio
of Foreman using JSNC and MD-FEC respectively. The bloclrder, user minimal requirements, and network conditions.
size of JSNC is set to 1 byt®,, .. is 1 Mbps and the average We illustrate the better solution using the seventh GOP of
loss rate is set ta@0% for both schemes. The total number othe Foreman sequence in Fig. 13. The MC-EZBC encoded
encoded layers is 35 in both cases. Here, we refer to the pie@eo bitstream is optimized by MD-FEC for two users with
of bitstream between two rate break points, shown at top wlaximum available bandwidth oR,,,, = 1100 Kbps and
Fig. 4, as one layer. 800 Kbps, respectively. The packet-loss probabilityis set



to 0.15 for both users. The number of descriptions per GO& RS(120,115) code, it took approximately 4 ms. We also
is 64. Given the rate-distortion curve of the seventh GOP désted the JSNC adaptation burden on the same computer, the
the Foreman sequence (Fig. 13(a)) and the distribution of thadaptation time to process an equal number of packets was
number of packets being received (Fig. 13(b)), the optimaboutl x 102 ms.

resulting bit allocation (Fig. 13(c) and 13(d)) shows theéeby Results in this section show that JSNC has near optimal
position in each packet (reference to Fig. 4 for packetirgti performance in terms of protection, but has much lower
The JSNC scheme optimizes the protection based on twmputational burden than the optimal decode/recodeisolut
highest requirement uset 100 Kbps) and adapts the encoded

bitstream of this GOP fromi100 Kbps to800 Kbps by using pD. JSNC Network Performance

Algorithm 3. Fig. 14 shows the performance of our JSNC

h th timal bit allocation in t f video PSN Conventionally, when network congestion occurs, data pack
scheme vs. the optimal bit atlocation In terms ot video s are randomly dropped at the router to avoid congestion. O
for the 800 Kbps user. In this case, we have only a 0.02

deficit th timal decode/ d luti e other hand, JSNC adapts the packets at the intermediate
eficit over the optimal decodeirecode solution. nodes to reduce the bandwidth requirement, by dropping the
least important part of the bitstream. Givenla Mbps

a3 B bitstream and available bandwidth ®455 Kbps, in Fig. 16
s we compare PSNR-of JSNC versus a random drop scheme
:/f\//\/\ with a 3% packet-drop ratio. There is no FEC added in
i ] either scheme. Observe that the proposed scheme sigriificant
- outperforms random dropping by abou@ dB. The reason
s for the large degradation of the random drop PSNR is the
4 B high dependency of the scalably coded video bitstream.édf on

10
Frame Number

packet is dropped, further packets in the same GOP become

Fig. 14. Comparison of JSNC and optimal decode/encodeisoltd satisfy useless. Thus, the effective packet-loss rate is much highe
the 800 Kbps user than 3%.
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Fig. 15. Comparison of _JSNC, optim_al decode/recode smiuﬁt_md direct Next, we compare the performance of JSNC with a hOp-
truncation at different available bandwidths; (a) agathst theoretical mean ! .
distortion by calculation (b) against the video quality tyslation by-hop FEC scheme. Both these schemes do adaptation at
intermediate nodes. Consider the server streaming video to
We further compare JSNC, optimal decode/recode soluser "E” in Fig. 1, the available bandwidth of "E” is 1 Mbps,
tion, and the direct truncation method at different avdédabthe packet-loss rate isy = p2 = p3 = p. = 1.5%, and
bandwidth, where the JSNC coded bitstream is adapted frove assume that there is no bandwidth constraint between
1100 Kbps to different rates as shown in Fig. 15. Fig. 15(&SNs. In order to fully recover the losses, JSNC adds FEC
compares the theoretical calculation results of mean PSNRb@ased on the end-to-end loss rate which is approxim&tgly
JSNC using Algorithm 3, the optimal decode/recode solutioMeanwhile, hop-by-hop FEC needs only to protect against
and direct truncation. Algorithm 3 can both drop descrimio the 1.5% loss rate on each virtual link, so more bandwidth
and shorten packets to achieve the best adaptation, whighallocated to video. Thus, the received video quality gsin
results in a near optimal video quality. The direct trurmati hop-by-hop FEC is 0.22 dB better than using JSNC, as shown
method has a coarse, but still acceptable adaptation resutFig.17. But this video quality gain is achieved by much
Fig.15(b) compares the resulting video quality of the thregreater computational cost, since the intermediate DSN$10d
schemes by simulation, where the adapted bitstreams aeed to decode/recode the FEC. As an aside, if using our OM-
transmitted through a channel with a 15% packet-loss rate FEC [24] algorithm, JISNC can be engineered to have the same
The JSNC adaptation is only actively removing blockprotection performance with hop-by-hop FEC scheme.
within each packet instead of performing a complex FEC We further compare JSNC versus unicast in terms of video
computation, so the computational burden is very low. Weguality using the network simulator ns-2 [25] for the arehbit
tested the FEC encoding/decoding time at a Pentium 4, 1ue of Fig. 18, wherein twelve users are sharing a bottlenec
GHz machine running Linux 8.2. The task is to encodeetween nodes 3 and 4. Usérto 9 are requesting a scalable
115 packets with a size of 512 bytes each. To generatedeo from the server with thédeal video rates shown in
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Fig. 18. ns-2 topology for comparison of JSNC with convamiounicast Fig. 20. Comparison of PSNR of the 9th user: (a) JSNC vs, shigafull

frame-rate and full resolution; (b) JSNC vs. unicast at licfme-rate and
quarter resolution.

Table IV, and the supporting network protocol is TFRC [23].
We have assigned FEC based on a max bandwidthMbps

and 2% of packet-loss rate. Fig. 20(a) compares PSNR of both JSNC and unicast of
the 9th user at full frame rate and full resolution based @n th
Users Actual available rate (Kbps) actual available bitrate listed in Table IV. Since there @& n
User ID [ Required rate (Kbps) Unicast | JSNC enough bandwidth for the 9th user with unicast transmission

0 1000 750 1000 the server can adapt the video bitstream to half frame rate
1 1100 752 1100 : X .
5 1200 753 1200 or quarter resolu_t|0n based on th_e ava_ulable banldW|dth and
3 1300 754 1300 the user adaptation order to provide higher quality (PSNR)
4 1400 754 1400 service. A considerably higher PNSR can be had as shown in
5 1500 747 1500 : . . .
6 1600 752 1600 Fig. 20(b), but with lower frame rate or spatial resolution.
7 1700 746 1700
8 1800 748 1800
9 1900 750 1900 IV. CONCLUSIONS

In this paper, we presented a joint source-network coding
(JSNC) approach for scalable video streaming. JSNC encodes
a scalable embedded video bitstream in such a way that
both the video bitstream and the error control codewords can

Due to congestion at the bottleneck in unicast, each u&ﬁ easily and precisely adapted in a multidimensional way

fairly shares the bandwidth with others, including the twoPr 8t intermediate overlay nodes to satisfy a diversity of siser
gétpout complex transcoding. The adaptation at the interme

users. Thus, the server can only stream video to each uS | des is fi I block level. Ad .
according to its available bandwidth (not their ideal vigeo late overlay nodes is fine granular at block level. A aptati
quality is almost the same as that of pure source coding. A

shown asactual availableratein Table IV. Packets are actively | EGA-FEC sch : dqt duri
dropped by the server according to their relative importand'©V€ ] SCheme IS proposed Tor error recovery during

If node 4 becomes a DSN node, it can adapt the bitstreé’meo transmission to heterogeneous users. Encoding tirvece,
to support the different users. The required bandwidth froH{OPOSEd FGA-FEC scheme can adapt FEC codes by only ad-

server to node 4 i@ Mbps in this case. The total traffic at!ustingthe packet size instead of FEC decoding/recoditieat

the bottleneck is at maximum 6 Mbps (2TCPs + 1TFRC fromtermediate nodes. Sim_ul_ations and expgriments showttbat
node 4), so there is no congestion in the JSNC case. In Fig. Eéoposed ‘]S_NC can efficiently and precisely stream _scalable
we show the captured video frames (93rd frameFaferan video to mul_tlple hetero_geneous users. Future work vv_|IUf§)c
sequence) of the 9th user in Table IV. The effective throughp®" cooperative alldaptatlon be_tween DSNs and extension to the
is 1900 Kbps for JSNC and50 Kbps for unicast. In this case,v‘”re'eSS case with bit errors in the packets.

JSNC is objectivelys.09 dB better than unicast.

TABLE IV
NETWORK PERFORMANCE OF USINGSNCVS UNICAST
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