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Abstract—We consider a cluster-based cooperative transmis- fading in wireless channels. Different cooperative schemes
sion scheme where the source node and destination node formand performance evaluation are discussed. An overview of
clustgrs for transmission. Instead of using perfeqt s_ynchronlzatlon cooperative transmission systems is given in [10] and the per-
technique, we assume the cooperative transmission is asynchro-f f | i thod h i d
nous. Each member in transmitting cluster relays signal to the ormance o sever'a cooperation methods such as amp ify-and-
receiving cluster after obtaining information from source node. A forward cooperation, decode-and-froward cooperation, and
general decision feedback equalizer (DFE) is used in the receiving coded cooperation are evaluated. The conclusion is that the
cluster members to equalize the received MISO signal and detect required mean uplink signal-to-noise ratio (SNR) with cooper-
as soft symbols. The receiving cluster members send the Soft-a4ye methods is significantly less than that of non-cooperative
decision outputs to the destination node. Thus, the de<:|3|ont . Th h b fforts that b d th
node combines the soft-decision outputs and makes hard-decision ran.smlssmn. ere have been erorts that go beyon .e
detection for the transmitted information. basic methods and models. For example, Stefanov and Erkip

_The performance of proposed system is shown and compared [15] consider cooperation of two users with different channel
Wltf]} conventional MIMO system. Major factors for system qualities and under both symmetric and asymmetric channels.
performance is discussed. The over-sampling rate plays an Sendonaris, Erkip and Aazhang [5], [8] discuss the system

important role in system performance. We also present a simple del of ion di . d ai h .
capacity analysis for proposed cooperative transmission system. M0d€el of & cooperation diversity system and give a theoretic

The capacity ratio between cooperative MIMO system and direct View of cooperative communication systems. They also con-
transmission (SISO) system is also presented and compared tosider the practical implementation and performance issues for
the capacity ratio of conventional MIMO system and direct code-division multiple-access (CDMA) systems.
Lransmlssmn (SISO) system. We also extend the analysis 10 | gneman et al. [7] present several cooperative diversity
eterogeneous network and show the capacity ratio. L . - . .
protocols, which includes fixed relaying, selection relaying,
|. INTRODUCTION and incremental relaying schemes, and elucidate the outage
In wireless environments the fading effects and channe¢haviors and the robustness to fading characteristics. A.
variation often degrade signal transmission and increasggaglione and Y. Hong [6] elaborate broadcasting in wireless
bit error rate. Diversity techniqgues have been widely usewtwork and provide the idea of opportunistic large array
for suppressing channel variation in wireless channels. TH@LA). The idea of using space-time coding in cooperative
diversity can be achieved in network layer, link layer, onetworks is also explored in [4]: all relay nodes transmit
physical layer. In link layer and network layer, opportunistispace-time coded symbols to the destination node at the
routing and other designs, such as network coding [1] asdme time, i.e. synchronously. Kojima et al. [13] also take
EXOR [2] are proposed to achieve diversity. In physical layesynchronous space-time coding into account, and present a
MIMO (multi-input multi-output) systems are proposed tdalistributed ARQ protocol for OFDM-based Ad-hoc networks.
use multiple transmitting and receiving antennas for sign@ooperative space-time block coding (STBC) is used when
transmission. If fading effect degrades the performance in oeach node relays to packet to the destination.
of the wireless links, MIMO system can use receiving signals However, most of these cooperative communication propos-
from other links to detect the transmitted signal. Thus the kits require symbol-level synchronization between cooperative
error rate decreases due to the diversity gain and the increaseddes, but it is hard to achieve even in an infrastructure mesh
degree of freedom for signal detection. The capacity of MIM@wolving managed base-stations. The lack of synchronization
system is discussed in [3]. However, MIMO systems requireay result in inter-symbol interference and dispersive chan-
multiple antennas equipped in each device, which may not bels.
feasible in some wireless communication device because offo address asynchronous diversity, Li [17], [18] thinks of
the cost and size limitations. To achieve diversity in physicaboperative transmission with delay and contributes joint esti-
layer without multiple antennas, cooperative network has besration schemes for asynchronous receiving signals.However,
proposed to achieve virtual MIMO systems with single antenitlaere are several limitations among these approaches. In [18]
devices. [4]-[14] they allow up to two asynchronous senders using the Alamouti
In cooperative networks, the transmitting nodes use idépace-time code and assume that the single receiver node
nodes as relays to reduce the adverse effect of multi-pdtas multiple antennas. The multiple receiving antennas are



used to obtain copies of signals to facilitate joint decodin
However, only two transmitting antennas are allowed (dt
to the limitations of the Alamouti scheme) and there is n
receive cluster (i.e. it is a multiple sender, single multi-anteni
receiver setup).

In [17] the authors do not require multiple receive antenne
but instead choose an arbitrary number of relay nodes.
each time, only two nodes (one sender and one receiv
can communicate, assisted by the relays. The receiver wi
until the transmission ends and all signal copies are receiv
(for a period depending upon the number of relays) ar
uses joint decoding/equalization for signal estimation. Th
setup (developed in the sensor network context) will not t
favorable for a number of concurrent network transmissiol
in infrastructure mesh networks, and will incur large dela
penalties.

Recently, Wei and Goeckel [19] regard the asynchrono‘,_l@_ 1
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transmission as an equalization problem. The system modesters. (b)inter-cluster transmission.

is a multi-relay channel and they propose a novel minimum

mean-square error (MMSE) receiver to combine the multip
inputs in this channel. The joint decision feedback equaliz
(DFE) includes a feed-forward filter (FFF) and fractional
spaced feedback filter (FBF). The coefficients are chosen
achieve MMSE decision at the receiver. But the multi-rela
channel model assumes that the communication system i
MISO system. For distributed MIMO systems, asynchronot
MIMO cooperative communication needs to be further coi
sidered.

In this paper we consider a general scenario with multip
senders, multiple receivers and a single antenna per-recei
allowing for the possibility of higher cooperative gain. There i
no theoretical limit on the number of transmitting or receivin
nodes. We present a new scheme for asynchronous cooper:
wireless networks. The system model is shown in Figu
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1 and 2. Each node relays information to receiving clust
after receiving signal from source node. The received MISO 4 . . _—
. . . . Fig. 2. Proposed cooperative scheme: (c) Relaying copies to destination
signal is with delay discrepancy. For cluster-based cooperatm%e (d) soft symbol combining
network, the propagation delay between each nodes from
transmitting cluster and receiver cluster would be different
due to discrepancy in geographical distance. However, the extended model for heterogeneous network are discussed
discrepancy in propagation delay is upper bounded becais&ection IV. Finally, conclusions are presented in Section V.
the cluster recruiting algorithm recruits nodes within certain
geographical range [20]. The assumption of bounded delay
discrepancy is reasonable. Our cooperative diversity design is illustrated in Figure 1
To detect the sending information from the MISO signand 2. When the source node wants to transmit information to
with delay discrepancy, decision feedback equalizer (DFE)tise destination node, both source node and destination node
used in receiver node. The equalized signal is then quantizedruit neighbor nodes and form the transmitting and receiving
and represented by soft symbol. Each node in receiviatuster respectively. The source node and destination node are
cluster sends soft-decision results to the destination node. Butomatically the master nodes in their respective clusters. The
destination node then combines the soft-decision results awlirce node then transmits information to its cluster members
detect the transmitted symbols. and destination. Then the nodes in transmitting cluster relay
This paper is organized as below: the new system is piheir signals asynchronously to receiving cluster, as shown in
posed in section Il, followed by the simulation results, sectidfigure 1. Note that there is a limit to the degree of asynchrony
[ll. The performance of proposed scheme and comparison witierated and the channels are assumed to be quasi-static and
direct transmission, 2-by-2 MIMO, and 3-by-3 MIMO systenilat fading. When the receiving cluster nodes obtain the signals,
are also shown. The theoretical model of capacity ratio atitey use the decision feedback equalizer (DFE) to equalize

Il. SYSTEM MODEL
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filter and DFE before soft symbol quantization. The quantized soft symbols

are sent to destination node. which is the sum of the likelihood ratio for each MISO

signal sequence. But the log likelihood of each MISO sig-
nAaI sequencé,, Lo, -, Ly, are guantized to soft-symbol

the MISO signal and perform soft-decision decoding rathérn, Lo, --- , L. Thus the estimated likelihood in destination
than the hard-decision decoding. Then, each member will sematie is
their soft decisions to the destination node. The destination .
node then combines these soft decisions (along with its soft- L(dy)=Li+Lo+---+ Ly Q)
symbol) using a MLE combiner to achieve the cooperative
MIMO diversity, as shown in Figure 2. R . R

The receiver structure is shown in Figure 3. For each node in =Lig-qtLeg g2t + Lyg-qu @
the receiving cluster, it receives MISO signal from transmitting And ¢q1,q2, -+ ,qu IS the representation of Corresponding
cluster. For noden in receiving cluster, the received signauantization level.
yrm (t) is first filtered by match filteh(¢). The output of match  For each receiving cluster member, it receives MISO signal
filter is then sampled to discrete-time signal. The samplinghd use decision feedback equalizer (DFE) to eliminate the
rate is set as times of the original data rate so the equalizesffect due to delay discrepancy. The equalized signal is used
can appropriately correct the delay discrepancy. The discrgdecompute the likelihood ratid.;, Lo, - - - , L. Assume the
signal is processed by decision feedback equalizer (DFE) a@@eived MISO signal is:;, and noise is AWGN noise. The
then down-sampled by. After down-sampling, the signal is |og likelihood is
guantized to soft symbols. The soft-symbol output is sent to
the master node in receiving cluster, which is the destination Lo(z1) = log| P(xg|dy = 1) ]
node. The destination node combines soft-symbol result with P(xgldr = —1)
its own copy and detects the transmitted information.

The members of receiving cluster receive MISO signal from
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nodes in transmitting cluster. The channel is assumed flat 1 exp(_(mquuk,)Z)

fading with additive white Gaussian noise and the transmitted Varo? 20°

symbols are assumed equiprobable BPSK symbols. The des- 2Ty bk

tination node receives soft-symbol sequengesys,-- -,y -T2 ©)

from its cluster memberg,2,--- , M. To detect the BPSK

. . i : wherec? is Gaussian noise ener ds the transmittin
symbol, the maximum aposterior (MAP) detection rule is dy an v

signal energy multiplied by path-loss, which is the receiving

P(y|dy)P(dy) signal energy without fading. The transmission energy is
' : known and the path-loss can be estimated since the distance

P(y) between transmittin d d ivi d k

g nodes and receiving nodes are known.

The BPSK symbol is detect as 1 if Thusu can be precisely estimated. The computation result in

_ _ _ _ equation 3 is then quantized to soft symbdls, The soft sym-

POlde = VP = 1) Plyld = —1)Pdy = =1) bols are transmitted to the destination node. The destination

P(y) P(y) node combines soft symbols from all cluster members with

Assume the BPSK symbol is equiprobable and expreits own copy by equation 2. If the combined log likelihood

above equation as log likelihood. The equation becomes L(dy) is larger than O, the symbol is detected as 1.

maxP(dily) = maz
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Fig. 4. BER performance comparison of proposed system with typical MIMO Fig. 5. BER performance with different oversampling rate

systems and direct transmission (Note: over-sampling rate=20, average cluster
size is 3.1 for transmitting cluster and 3.49 for receiving cluster respectively.)

the performance of 3-by-3 MIMO system since the sizes of
[1l. SIMULATION RESULTS cooperative clusters are near 3. But the proposed system has

A network with 64 random distributed users is employed€tter performance in low SNR scenario compared to 3-by-
The users are distributed over the range in a 1000 mefeM/MO. In high SNR the performance of proposed system
by 1000 meter square. The data rate is 5.5 Mbits/sec. THd 3-by-3 MIMO system does not have large difference. This
data is BPSK modulated. The BPSK symbols are then filterSyPecause the decision feedback equalizer (DFE) corrects the
by square root raised cosine (SRRC) transmitting filter aft§lay discrepancy in MISO signals received by receiving clus-

transmitted to the receiving cluster. The virtual wireless MIMEFT member and improves performance close to corresponding

channels are assumed quasi-static flat fading and independ@fventional MIMO systems.
of each other. The performance of equalizer also depends on the over-
The cooperative cluster recruits nearby nodes, which c&ampling factor. When the over-sampling factor is larger,
response the cluster recruiting message within one symi#a¢ decision feedback equalizer (DFE) can catch the delay
time. Thus the maximum distance between cluster head aigcrepancy well and recover the asynchronous MISO signal
cluster members is 27.27 meter, which is corresponding tA& synchronous copies. If the over-sampling factor is small,
transmission distance in 1/2 symbol time. the DFE can not catch delay discrepancy because the delay
In each receiving node, a corresponding SRRC match filtdiscrepancy is much smaller than the sampling time interval
is used, which is corresponding to thét) block in Figure 3. for each tap in DFE equalizer. The performance will be
A decision feedback equalizer (DFE) with least mean squdtear to the performance without DFE. However, larger over-
(LMS) adaptive algorithm is used. The forward filter has §ampling factor results in large amount of sampled data and
complex weight taps and the feedback filter has 2 complé&hger processing time. The trade-off in bit error rate (BER)
weight taps. performance and processing complexity is illustrated in Figure
The performance of proposed system and comparison with
MIMO systems is illustrated in Figure 7. The signal trans- In Figure 5 we consider the performance with over sampling
mission energy in each user is the same. The performaraetor 8,12, 16, and 20. When the over sampling factor is 8,
of direct transmission from source node to destination notlee decision feedback equalizer (DFE) does not catch the delay
is worst due to large path loss and fading effect. The 8iscrepancy in received MISO signal. The performance is close
by-2 MIMO system transmits signals bl/2 signal energy to the performance of direct signal detection without decision
in each transmitting antenna and obtains better performardeedback equalizer (DFE). The bit error rate remains high in
because the increase in diversity gain and degree of freeddiffierent SNR scenario due to the asynchronous MISO signal.
suppress performance degradation from fading. The degidee delay discrepancy dominates the performance and noise
of freedom and diversity gain increase when the number pébwer becomes a minor factor. As the over sampling factor
transmitting and receiving antennas increases, which explainsreases, the decision feedback equalizer (DFE) becomes
the performance improvement for 3-by-3 MIMO system. effective and delay discrepancy no longer affects bit error rate.
The proposed system has average cluster size as 3.082%se power becomes the major factor of bit error rate. As
for transmitting cluster and 3.2671 for receiving cluster, re&SNR increases, the performance improves. When SNR is 20dB
spectively. The performance of proposed system is closeand the over sampling rate is 20, the bit error rate approaches



to 0, which means perfect signal transmission. capacity for the first phase is

C; = Wlog(l+ SNR)
IV. SYSTEM CAPACITY ANALYSIS P Mo
From simulation result, the performance of proposed coop- Wiog(1 + NoW (M + 1) ; dgi)’z =12 M
erative MIMO scheme is close to MIMO system with corre- "y )
sponding number of antennas. However, cooperative MIMO > yy754(1 + P Zﬁ)
scheme needs to deal with intra cluster transmission in both NoW (M + 1) =

source cluster and destination cluster. Although cooperatiye . , - , .
. . . : . _.-and the time required to finish the first phase is
MIMO scheme provides spatial diversity, the transmission

capacity decreases due to node cooperation. t = 5 < K @)
In this section we would like to consider the capacity in Ci ™ Wiog(1+ e M A
0 /J 1= T

proposed cooperative MIMO system. We start the analysis o

with a simple model, where only one transmitting clustép- Phase II: Inter-Cluster Transmission

and one receiving cluster exist. The system assumption is aghe second phase is inter-cluster transmission. All members
follows: of transmitting cluster relay information to the destination
eq{uster. Each channel is assumed to be independent with each
g{her. For each receiver node j, the channel is MISO channel
and the channel capacity is

1) Only one transmitting cluster and one receiving clust
We do not consider interference and opportunity co

here.
2) The size of transmitting cluster i&/ + 1 and the size P MA1 42

of receiving cluster isV + 1 (including the source node Ca; = Wlog(l + Z —1)

2 NoW (M +1) &= d.

and destination node). i=1
3) The channel bandwidth & and each node in trans- i P M+l A%

mitting cluster.transmlts with poweP/(M +1). =z og(1+ NoW (M + 1) Z: (dsp + QT)Q)
4) The channel is AWGN channel with power spectral =1

density Ny/2 and is assumed quasi-static fading. ) . N4l
5) Signals degrade due to Pathloss. The pathloss constarnt® capacity for Phase Il i€, = > ;" C5;. Thus the

a is usually between 2 and 4. time required to transmit K bits in the second phase is
6) The distance between nodeand nodej is denoted as ; K K
dij. A

2 = A S 2
Cg N+1 I A M+1 Ay
7) The gain of channel between nodeand nodej is 2j=1 Wiog(1+ moiarrs 2imt (dSD+2T)“5)

denoted as\;;.
8) The radius in cluster recruiting algorithmts C. Phase lll: Intra-cluster Transmission to Destination
9) The number of quantization levels for soft symba?is

) i : In third phase, each member in receiving cluster makes
which means each soft-symbol is represented)byits. b g

soft-symbol decision and send the soft symbols to destination
Suppose the system transmis bits and the cooperative node. ForK bits information, each receiving cluster member
transmission consists of three parts. The first phase is broadi make soft-symbol decision and transniif@ bits to the
casting, in which the source node sends information to itiestination node. The destination node will wait until receiving
cluster member and the destination cluster. The second phiefermation from all cluster members and then combine the
is inter-cluster transmission. All members of source clusteoft symbols to make hard decision. We assume each node
relay information to destination cluster. The third phase isse powerP/N for intra cluster transmission. For each cluster
intra-cluster transmission in destination cluster. Each membmaember;j, the channel capacity is
of destination cluster relay the soft symbols to destination P2
node. We use the three-phase cooperative transmission and Csj = Wlog(1 + iD
analysis channel capacity in each phase. NNoWdjp

And the transmission time for cluster membgrto relay
A. Phase I: Broadcasting information to destination node is

Broadcasting, as shown in Figure 1 (a), indicates that the ts; = KQ 3%
source node sends information to its cluster member and W109(1+NN0%)
destination cluster. The intra-cluster transmission in source i , . J.D .
cluster can be approximated as SIMO channel model sinbRus the time required to finish the third phase will be
the source node broadcasts information to all of its cluster N KQ N 1
members. ty = ta; = W(Z P, ) (6)
By using SIMO channel model approximation, the channel j=1

)

j=1 log(1 + W)



Therefore, to transmit K bits by cooperative MIMO schemdransmission. In figure 6 the capacity ratio fof = 3, N =4

the total transmission tim#& is is smaller than it forM = 4,N = 3. This is because
each receiving cluster member makes soft symbol decision
T = tittatis % after inter cluster transmission. For each receiving cluster
< 5 member, the transmission can be modeled as MISO channel.
Wlog(1 + W Die1 ) In phase I, the channel capacity is equivalent to sum of MISO
K channels. When the size of transmission cludteincreases,
+ Ni1 P Ml A2, it only provides possibly larger diversity gain for each MISO
Zj=1 Wilog(1 + NoW (M+1) 2im1 m) channels. On the other hand, the increase of receiving cluster
KQ N 1 size N increases the number of MISO channels and offers
+W(Z Az ) (7) larger capacity. Thus, with the same number of nodes joining
j=1log(1 + Wﬁvﬁw cooperationM + N, larger receiving cluster size has smaller

ﬁystem capacity ratio.

The capacity ratio provided in equation 10 is also compared
to the conventional MIMO systems in Figure 7. Similar to
equation 10, the capacity ratio of the conventional MIMO

The actual capacity for cooperative MIMO scheme wi
be K/T since the systems require no larger than tifmeo
complete the transmission fdt bits. Thus the capacity is

Covop = 5 systems is defined a€'y;rvo0/Cpr, the capacity of the
T conventional MIMO systems divided by the capacity of direct
= W/ 1 — transmission. In Figure 7 the capacity ratio of the conventional
log(1 + W M A MIMO systems is fixed. SNR does not affect the capacity
1 ratio of the conventional MIMO systems because there is no

No1 5 Ml 2 delay from intra-cluster transmission. The conventional MIMO
Ej:l log(1 + NoW (M+1) 21 ‘(dspjﬁzf)a) systems transmit and receive signals by multiple antennas

N 1 and do not need broadcasting (phase 1) and the intra-cluster
+Q(Z D% ) (8) transmission to destination (phase Ill) in the cooperative
j=1 log(1 + WV%%) MIMO systems. So the capacity ratio is fixed and proportion

. _ to the number of antennas on the devices. But SNR affects the

I we cqn5|der t_he npn-cooperanve case where the_sys_t%gbacity ratio of the cooperative MIMO systems. When SNR
transmits mformguon dl_rectly from source npde to destma’gqg low, the capacity ratio is larger because node cooperation
ngde, the capacity of direct transmission with channel gamprovides transmission diversity and thus better performance in
will be P2 bit error rate(BER). As SNR increases, the channel quality is
Cairect = Wlog(1 + W) (9) better and the performance of one-to-one direct transmission

0*" 5D is acceptable. Diversity gain from node cooperation only

Comparing equation 8 and 9, we can estimate the syst@fproves the performance a little. Consider the sacrifice in

capacity ratio as capacity due to intra-cluster transmission delay, cooperative
MIMO system is not so attractive in high SNR environment.

Coo log(1 + %) The e_:ffeqt of transmigsion cIuster_ size is also clearly ol_:)-

L= 1/( 0" "Sp served in Figure 8. In Figure 8 we discuss how the transmis-

Cpr M ALY

log(1 + W D i1 sion distance and cluster radius affect system capacity ratio.
log(1+ JJV,\;Q ) Thg X-axis in Figgre 8 is defi.ned as distance ratio 3 which
0" %sp _ is 5. The equation 10 considers the path-loss, fading and
S log(1+ MWD S (dsgfgr)a) spatial diversity gain provided by node cooperation. When the
N PA2 distance ratio is low, the system capacity ratio is dominated by
Qlog(1 + NoWdg )) (10) the intra-cluster transmission. The short distance transmission
= log(1+ N?&f’ja ) does not encounter much signal power degradation dlue_ to
o ip path-loss effect. Thus, the short distance direct transmission
By equation 10 we can estimate the improvement in capds-more preferred than cooperative MIMO scheme. In long
ity due to node cooperation. The relation of system capactlijstance transmission, the path-loss is much higher and node
ratio, which is defined in equation 10 and other major systeowoperation to obtain spatial diversity is more desirable. From
factors is shown in Figure 6, Figure 7 and Figure 8. Frofigure 8 the capacity ratio is approximately stable when the
Figure 6 we can find the capacity radio is not affectedistance ratio is larger than 15.
much by SNR. But the sizes of transmission cluster and
receiving cluster play an important rule for capacity ratio. AsV- SYSTEM CAPACITY FOR HETEROGENEOUSNETWORK
the size of cooperative cluster increases, the capacity ratidn this section we consider the system Capacity for the
decreases because the increase in diversity gain compensagésork that nodes may have more than one antenna. The
transmission delay which is caused by three-phase cooperativenber of antenna in nodeé is denoted asa; and we
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B. Phase II: Inter-Cluster Transmission
assume each node transmits with powerfor both inter- For each node in receiving cluster, the MISO channel model

cluster and intra-cluster transmission. The transmission powgcomes MIMO channel model due to multiple receiving
is equally applied to each antenna in nadahich means the antennas. For nodg in receiving cluster, the corresponding
transmission power for each antenna in néds P/a;. The MIMO channel matrixH; is a(X Mt a;) x a; matrix. We
assumption of wireless environment and other symbol notatigasume all nodes in transmitting cluster have the same number

is the same as previous section. of antennas and each antenna use poWés to transmit
signal. Apply SVD decomposition tdd; and the channel
A. Phase I:Broadcasting Capacity for nod@' is

The source node sends information to its cluster member
and destination cluster. Assume the source node das

C1 > logdet|l, — HH*
1 2 logdet| 5+N0Wa5ra } k=1

antennas and each cluster membehnas a; antennas. The % P)‘?k
channel matrixf is aag x Zf;l a; matrix. If all channels i = Z Wiog(1 + W)
are i.i.d Rayleigh fading, the MIMO capacity is k=1
& P>\
P > Wi 13
- Z Og( + NOWa(dSD + 21“) ) (13)



Thus, the capacity and the transmission time is

N+1
C; = > G
j=1
N+1 aj )‘2k
> Wiliog(1 + I 14
- ;; og(1+ NoWa(dsp + 2r)e ) 4
. _ K
2 = Cy
K
< Vi PAT, (15)
> - Ly Wiog(1 + owarazs t397)

where ), is the singular values fofi;.

C. Phase lll: Intra-Cluster Transmission to Destination

Capacity ratio with quantization level

_G“G‘_WS ——M=2 N=3
~a. — 4 -M=2 N=4
8t oL o M=3N=3 |
&.\O — = —M=3N=4
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Fig. 9. Capacity ratio with scaled SNR (Note: each node has 2 antenna)

Here each member in destination cluster transmits soft

symbols to the destination node. For ngdehe transmission

is MIMO with channel matrixi;, which is aa; x ap matrix.
The channel capacity is

min(aj,ap) P)\Qk
C; = Wlog(1 + 2%
J > Wiog(l+ )

min(aj,ap)

2
> Wi PNk 16
> Z 91+ Fpaa) 18

Thus, the transmission time is

b = 9K
3; - Cj
K
é min(a» aD)Q P2 ® (17)
WZk:l 7 lOg(l + W)
N
ty = ) t3
j=1
N
K 1
- Z QW min(aj,ap PX2 k (18)
j=1 D ke 109( + m)
The total transmission tim&' is
T = ti+1ty+t3
K
<
>isy Wlog(1 + W)
K
N+1 P2
Z Skl Wiog (1 + magss o)
1
+ Z mzn(a ap) P)\2 (19)
J’ lo (1 + NOWLL 10‘)

Thus the system Capacity ratio is

min(as,ap) P2

CCOOP _ 1/(21_1 o lOg(l + Nuwasng)
Cpr Llog(1 _PA
Z Og( + NgWas’l’“)
min(as,a P)\2

21_1( =) 1og(1 + yoyrecas)

N+1 P2
> - Lilog(1+ NOWa(dSD+2r) =)

min(ags,a P)\
XN: Q Z ( s,ap) log(1 + 4N0Wa§dsp )020)
mzn(aj, P2

= e ap) log(l + W)

In Figure 9 we assume two antennas per node. The system
Capacity ratio is much smaller due to the improvement in
diversity gain and degree of freedom. Multiple antennas pro-
vide MIMO transmission for all three phases of cooperative
transmission and thus improve the channel capacity.

VI. CONCLUSION

We propose a new method for asynchronous cooperative
MIMO communication. The nodes in transmitting cluster relay
the information after they receive information from source
node. In receiver nodes, a decision feedback equalizer (DFE) is
used to correct the delay discrepancy in asynchronous MISO
signals. The equalized signals are then represented by soft
symbols. The destination node combines soft symbols to make
signal detection.

The performance of proposed system is shown and the
comparison of proposed system with conventional MIMO
systems is illustrated. The major performance factors, such as
over sampling rate and SNR, are also discussed and shown in
figures. The proposed system can precisely correct the asyn-
chronous signals and has performance close to conventional
MIMO systems. However, the over sampling rate must be
large enough to achieve such performance. We also analyze
capacity ratio for proposed system and extend the analysis to
heterogeneous network. On one hand, the cooperative system



has a larger capacity than does direct transmission. On the
other hand, the capacity is smaller than that of conventional
MIMO due to node cooperation.
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