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ABSTRACT 
 
Overlay networks offer promising capabilities for video 
streaming, due to their support for application-layer 
processing at the overlay forwarding nodes. In this paper 
we propose a novel Overlay Multi-hop FEC (OM-FEC) 
scheme that provides FEC encoding/decoding capabilities 
at intermediate nodes in an overlay path. Based on the 
current network conditions, the end-to-end overlay path is 
partitioned into segments, and appropriate FEC codes are 
applied over those segments. We evaluate our work in a 
real-world scenario and illustrate that the proposed OM-
FEC can outperform a pure end-to-end strategy by 10-15 
dB in terms of video PSNR. 

1. INTRODUCTION 

Peer-to-peer (P2P) architectures and overlay networks [1] 
are recently gaining attention in the context of video 
multicasting [2] – [3]. Performance characteristics of a peer-
based overlay network are likely to be very different and 
highly variable compared to the traditional Internet 
because packets may cross the Internet several times. 
However, the massive diversity, i.e. multiple peer-based 
overlay paths harnessed could compensate for the 
performance variability of any one path. In addition, 
lightweight application-layer support at intermediate nodes 
can improve the single path performance. In this paper, we 
focus on the latter problem and propose a novel “Overlay 
Multi-hop FEC” (OM-FEC) scheme for video streaming 
over peer-based overlay networks. The OM-FEC scheme 
partitions the end-to-end overlay path into segments 
according to the error characteristic of the overlay path, 
and provides various amounts of FEC (through Reed-
Solomon codes) over those segments. We assume a fixed 
constructed peer-based overlay path and focus on how to 
efficiently utilize it. We will henceforth use the term 
“overlay path” to mean the constructed path over a peer-

to-peer network. We assume that we can always construct 
an overlay path with higher bandwidth than default 
Internet route by using P2P techniques such as Chord [4], 
to obtain a set of intermediate forwarding nodes as shown 
in Figure 1. In the figure, the dashed lines represent the 
virtual path between overlay nodes and the solid line 
represents the default Internet path. Quantities Bi, Pi, and 
RTTi represent, respectively, the bandwidth, loss rate, and 
round trip time of the i-th virtual link.  
 

 
 
Figure 1: Streaming video using overlay network 

The motivation behind OM-FEC is illustrated by the 
following example. In Table 1 we list a set of possible 
bandwidth and loss rates in a 6-hop overlay path.  

Hop 1 2 3 4 5 6 
Bi 300K 380K 550K 400K 600K 800K 
Pi 0% 4% 3% 3.5% 1.5% 2% 

Table 1: Possible bandwidth and loss rates of a 6-hop 
overlay path 

In order to fully recover the lost packets, the end-to-end 
based FEC scheme would have to design its FEC based on 
the end-to-end available bandwidth 300Kbps and the total 
loss rate 14%. Thus, the good-put is reduced to 0.86×300 = 
258Kbps.  On the other hand, if a different amount of FEC 
is used at each hop, the end-to-end good-put can be 
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engineered to be 300Kbps. Obviously, the hop-by-hop FEC 
scheme may induce more per-hop delay and use more 
computation power of the overlay nodes than necessary. 
To balance the delay and bandwidth efficiency with 
computational complexity, the proposed OM-FEC aims to 
maximize the video good-put over the overlay path, while 
minimizing the overall computation complexity at the 
intermediate nodes. This is achieved by partitioning the 
overlay path into sub-paths and performs FEC 
encoding/decoding at the end-nodes of these sub-paths. 

The rest of our paper is organized as follows. In Section 2, 
we describe our protocol, rate allocation scheme, and 
algorithms for our proposed novel OM-FEC strategy. Next, 
we describe our Internet experiments and discuss the 
results in Section 3. Finally, in Section 4 we conclude our 
work and provide some ideas for possible extensions. 

2. PROTOCOL OVERVIEW 

Our protocol operates in two modes: (1) pure end-to-end 
mode; and (2) OM-FEC mode. The default mode is the end-
to-end mode. In this mode, FEC is designed based on the 
end-to-end network characteristics, and the overlay nodes 
simply receive and forward data and FEC packets to the 
destination. If the network experiences congestion such 
that the end-to-end FEC scheme cannot recover the lost 
packets, the protocol transitions to the OM-FEC mode. 

The video server sends out an active probe packet every 
? t time units. Each overlay node measures the loss rate and 
RTT of its related virtual link in the overlay path using the 
probe packet. Thus obtained per-hop RTT and loss rate 
estimates are used to infer the TCP-friendly available 
bandwidth [6] of each virtual link. Using these bandwidth 
and loss rate estimates, the server runs a partitioning 
algorithm to calculate the optimal path partitioning 
consistent with the above FEC rate estimates, so that the 
overall computational complexity at intermediate hops is 
minimized without sacrificing the FEC-based resilience 
gains. Partitioning splits the overlay path into sub-paths, 
and FEC coding is employed over these sub-paths. Hence, 
only the boundary nodes between sub-paths are involved 
in FEC encoding/decoding. If the path partitioning 
algorithm produces a single sub-path (equivalent to the 
entire end-to-end overlay path), the system transitions 
back to the end-to-end mode. The decision made by the 
server is conveyed to every node by a small command 
packet from server, so each node knows what it should do 
after it receives the command packet. Our OM-FEC 
protocol is  described in a) – c) below. 

a) The server first calculates the parameters for the end-to-
end based RS (n, k) code based on a given target loss 
probability for the video packets. Since the positions of the 

lost packets are known, the RS(n, k) code can correct up to 
n – k  erasures, so 
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where P is the end-to-end packet loss rate. If k is fixed, n 
can be determined from (1) for a given Ptarget. According to 
[5], the viewing quality of MPEG-4 encoded video is 
acceptable at a loss rate of 10−5, and good at a loss rate of 
10−6, so we choose Ptarget = 10−6 in this paper. Let B be the 
estimated end-to-end TCP-friendly transmission rate, Bdata 
be the rate of the encoded video, and BFEC be the end-to-
end transmission rate of FEC packets needed to provide 
the target loss probability. The total bandwidth Btotal 
needed for transmitting both video and parity packets is  
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b) If BBtotal ≤ , the bandwidth needed for the video data 

and FEC is smaller than the available end-to-end bandwidth 
B of the overlay path. In this case FEC is deployed end-to-
end. No intermediate overlay node is involved in the FEC 
encoding/decoding. The operating mode is therefore the 
end-to-end mode. An adaptive end-to-end rate allocation 
scheme is described in our prior work [8]. 

c) If BBtotal > , the available end-to-end bandwidth B is 

not large enough for both the video data and end-to-end 
FEC overhead. If the current mode is end-to-end mode, 
then the protocol transitions to the OM-FEC mode, and the 
overlay path is partitioned into sub-paths according to the 
characteristics of each virtual link as shown in Figure 2. 
The figure shows an overlay path split into several sub-
paths, so that the first J nodes are treated as as sub-path1, 
the next L nodes as sub-path2, etc. FEC scheme is 
deployed over each sub-path. The partition is dynamically 
determined by the OM-FEC partitioning algorithm 
described below. 

 

Figure 2: Partitioning of the overlay path into sub-paths. 

Let N be the total number of overlay nodes in the overlay 
path, Bi be the estimated TCP-friendly transmission rate on 
a virtual link between the overlay nodes (i − 1) and i, and 
BFEC,(j−k) for j < k  denote the FEC transmission rate between 
the overlay nodes j and k needed to satisfy the target loss 
probability. This rate is determined based on equation (1), 
but using the loss characteristics between the nodes j and 
k . The partitioning algorithm proceeds as follows. 

Start = 0;   // begin calculation from the server  
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For (i = 1; i <= N; i++){ 
// calculate the FEC bandwidth needed for the path 

between the start node and the i-th node 
Calculate BFEC,(start−−i));   
// calculate the FEC bandwidth needed for the path 

between the start node and the (i+1)-th node 
Calculate BFEC,(start−−(i+1)); 
// determine if the i-th node is a suitable boundary 

node for the sub-path 
If ((min{B1, …, Bi} ≥ (Bdata + BFEC,(start−−i))) && (min{B1, 

…, B(i+1)}< (Bdata + BFEC,(start−−(i+1))))){ 
Declare the section from start node to i-th node as 
one sub-path; 
FEC is deployed over this sub-path, the FEC 
bandwidth allocated to this path is BFEC,(start−−i);  
Start = i; // start from the i-th node to partition 

the rest of the path, the i-th node is 
boundary node 

} 
} 
The server runs the above algorithm to partition the 
overlay path into sub-paths and deploys different amounts 
of FEC over different sub-paths. The decision is conveyed 
to all intermediate nodes by a small command packet. For 
each boundary node, the command packet contains a 3-
byte field specifying the node ID, and the n and k  
parameters of the RS (n, k) code. The nodes whose ID is 
not listed in the command packet will simply forward all the 
packets they receive, without FEC coding/decoding. Thus, 
each node knows what it should do after it receives the 
command packet. The boundary nodes of these sub-paths 
are the only ones involved in the FEC encoding and 
decoding. Based on the OM-FEC strategy, the largest sub-
path could include all the nodes of the overlay path (same 
as the end-to-end scheme), and the smallest sub-path 
could be one hop (i.e. hop-by-hop). In other words, OM-
FEC is an adaptive strategy that tunes the architectural 
complexity between the extremes of end-to-end and hop-
by-hop operation. 

3. RESULTS 

We implemented our protocol over the real Internet using 
the Planet-Lab infrastructure [7].  The implementation 
includes an overlay agent and the protocol itself. Our 
overlay agent can run at any Linux Planet-Lab node. The 
agent forwards video packet to the next node until the 
packet arrives at the destination. The experimental 
topology is shown in Figure 3 and the Planet-Lab nodes 
involved are listed in Table 2. We compare different 
schemes in terms of the PSNR of the video reconstructed at 
the receiver. We used the color Foreman sequence (QCIF 
resolution, 30 fps) encoded at 512 kbps using the H.263+ 

coder, with error-resilient option and Intra frame refresh at 
every second.  

 
 
Figure 3: Simulation configuration. 
 

Server nima.eecs.berkeley.edu 
Node1 planetlab1.flux.utah.edu 
Node2 planetlab-1.cmcl.cs.cmu.edu 
Node3 planetlab1.cs.cornell.edu 

Receiver video.testbed.ecse.rpi.edu 

Table 2: Nodes involved in our experiments 

Since there is virtually no congestion from UC Berkeley to 
RPI, packets are artificially dropped to simulate the 
congestion effect. The packet loss rate from Utah to CMU 
is set to 5%, other links are set to 1%. The available 
bandwidth from Utah to CMU is upper bounded to 550 
kbps.  In the above condition, the end-to-end scheme 
designs a FEC based on the 550 kbps bandwidth and total 
loss rate 8%.  Our OM-FEC scheme identifies the 
bottleneck and partitions the overlay into three sub-paths 
as follows: sub_path1 from Server to Node 1, sub_path2 
from Node 1 to Node 2, and sub_path3 from Node2 to the 
receiver. Two intermediate nodes (Node1 and Node 2) are 
involved in FEC encoding/decoding. The OM-FEC designs 
FEC at the bottleneck for a bandwidth of 550 kbps and 5% 
loss rate. It can recover a larger number of lost packets 
than the end-to-end scheme, so the video quality is much 
higher as shown in Figure 4. The Y-component PSNR gains 
are on the order of 10-12 dB. For a given coded bit-stream, 
3% percent random channel loss in a bit-stream can result 
in a much worse quality degradation than the reduction of 
the source coding rate by 3%, since the loss may happen in 
a very important part of the bit-stream. From Figure 4 &5, 
we can see that all the I frames at end-to-end scheme have 
losses and the errors propagate to the whole GOP which 
result in a very bad video quality at receiver. 

In the second set of experiments we add one overlay node 
(Node 4: planet1.ecse.rpi.edu) to the path at last hop with 
1% loss rate. In this case, for the end-to-end scheme, the 
FEC is designed based on the bandwidth of 550 kbps and 
loss rate 9%. Our OM-FEC scheme still partitions the 
overlay path into sub-paths as before, and the FEC at the 
bottleneck is still designed for the bandwidth of 550 kbps 
and 5% loss rate. Still, two nodes are involved in FEC 
encoding/decoding. The PSNR results are shown in Figure 
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5, which shows that the advantage of our OM-FEC scheme 
over the end-to-end scheme is increased compared to 
Figure 4. Here, the PSNR gains are on the order of 14 dB. 
As the number of nodes involved in the transmission 
increases, our OM-FEC scheme performs dramatically 
better than the end-to-end scheme. Sample frames from 
these experiments are shown in Figure 6.  
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Figure 4: Y-component PSNR of our OM-FEC scheme vs. 
End-to-End scheme (4 virtual links). 
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Figure 5: Y-component PSNR of our OM-FEC scheme vs. 
End-to-End scheme (5 virtual links). 

4. CONCLUSIONS AND FUTURE WORK 

We have proposed a novel Overlay Multi-hop FEC scheme 
for streaming video over peer-to-peer networks, which 
automatically adapts its architectural complexity between 
the extremes of pure end-to-end or pure hop-by-hop 
operation. We propose a rate allocation scheme and an 
OM-FEC scheme in order to achieve higher good-put of the 
constructed peer-based overlay transmission path. We 
have shown that video streaming using our approach 
outperforms the naive end-to-end FEC approach scheme 
without incurring per-hop complexity like in the hop-by-
hop strategy. In our current work, we are incorporating 
ARQ techniques to combat with overlay node failure, 
buffer management, and multi-path routing to build up an 
overall network service abstraction for video streaming and 
conferencing over peer-to-peer networks. We are also 

evaluating the extra computation burden of overlay node 
and timing issues. 
 

 

 
 
Figure 6: Sample frames from the video streaming 
experiments: OM-FEC (left) vs. End-to-End FEC (right) over 
4 virtual links (top) and 5 virtual links (bottom). 
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