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Abstract— Existing Internet protocols rely on cooperative [8]. Scheduling schemes, such as ack-spacing, have been
behavior of end users. We present a control-theoretic algorithm suggested to manage uncooperative flows in [9].
to counteract uncooperativaisers which change their congestion More recently,edge-basedrice-adjustment mechanisms

control schemes to gain larger bandwidth. This algorithm . -
rectifies uncooperative users; that is, forces them to comply have been proposed in [10] and [11], which manage unco-

with their fair share, by adjusting the prices fed back to them. Operative flows only at edge routers. A significant advantage
It is to be implemented at the edge of the network (e.g. by of this approach is that it does not require core network
ISPs), and can be used with any congestion natification policy upgrades and can be implemented without performing per

deployed by the network. Our design achieves a separation of ; ; ,
time-scales between the network congestion feedback loop and flow management at routers. By estimating each flow's

the price-adjustment loop, thus recovering the fair allocation incoming rate and using it to label flow's packet, the Core-

of bandwidth upon a fast transient phase. Stateless Fair Queueing (CSFQ) algorithm in [10] computes
the forwarding probability from link fair rate estimation.
. INTRODUCTION However, this design only applies to networks in which all

K which d giff ) nodes implement Fair Queueing. In [11], the authors manage
In a network which does not differentiate among US€Sincooperative flows by mapping their utility function to a

the equilibrigm rate for any user is primaril'y determined byspecified target network behavior at the edge. This study,
the congestion control being used [1]. With new SOftWar?mwever needs to estimate the utility function to achieve

ahd\{ancement_s, howevelrur‘fcr?operatlvé USers can Cﬁangi this edge-based price adjustment, and is thus restricted to
their congestion control schemes to gain more than theyf <e ific form of TGP,

fair_ share of ba_ndwidth, at the cost of cooperat.ive USErS. | this paper, we develop an edge-based price-adjustment
This uncooperative behavior can lead to TCP “nf”endlmesﬁlgorithm using tools from singular perturbations thed][

congestion coIIapsg [2], [3] and, o a traﬁic_-based de_ofal- [19, Chapter 11]. Rather than address a specific protocol,
service to cooperative users [4], [5]. Detecting uncoopera we develop our design within the optimization framework

users, and rectifying’ their flow rates to comply with of Kelly [1], [12], [13], [14], [15], which is applicable

cooperative rates, is thus an important emerging problem { g erse types of networks, and encompasses numerous

network managgmgnt. ) i . protocols such as TCP Reno, TCP Vegas, FAST [16], [17]
Among rectification mechanisms proposed in the litergic oyr algorithm recovers the cooperative share of band-
ature, the majority are *router-based” that is, they modg;qih prescribed in Kelly's framework, with a new feedback
ify the router algorithm to detect and limit uncooperativggq, implemented at the edge router, and, hence, referred to
flows, e.g. Active Queue Management (AQM) schemes Qfg ihe “edge supervisor’. It detects uncooperative users by
scheduling disciplines. In [2] and [3], the authors study.,mnaring their sending rates witladdit' rates calculated
AQM schemes, and investigate the effect of uncooperativg..rging to an ideal, cooperative, model, and increasss th
flows on network throughput and loss rates. Flow Randomgyice feedback. Although in this design edge supervisos doe
Early Drop (FRED), a modified RED scheme, is proposeqtorm per flow management by this price adjustment loop,
in [§] to de_tect un<_:ooperat|ve users, and_t_o_ limit their sate.; o nodes, which are in general more complex than edge
by increasing their packet drop probabilities. In [7], th&,,qes do not perform per flow management, and therefore
authors combine the BLUE queue management algorithfe implementation complexity is significantly reduced.
with a Bloom filter to detect and rate-limit uncooperative e design the price adjustment loop to evolve in a faster
flows. Several other rate-based schemes are surveyedijifie scale than the existing price feedback loop from the

_ _ . links, because, then, uncooperative flows are rectifiechduri
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covered. Indeed, using singular perturbations tools [}, where Ry is the forward routing matrix. Each link has
Chapter 11], we prove that the fast and slow feedback loopa,fixed capacityc;, and based on its congestion and queue
when combined, ensure convergence of the sending ratesstee, a link pricep; is computed:

their cooperative values. The type of convergence estadalis )

is “semi-global” [19], which means that any desired region pj=hjly;), 7=1,---,L. @)

of attraction can be achieved by increasing the feedback 9ne link price information is then sent back to each source

of the price-adjustment loop. _ _ with the aggregate source price,
The paper is organized as follows: Section Il overviews

Kelly's primal and dual flow control algorithms. Section llI q = Ryp. (3)
studies the primal algorithm and presents our price adjust- ] . .
ment design for uncooperative users. Section IV extends tihere B, = Rf, since the links only feed back price
design to the dual algorithm. In Section V, we implementnformation to the users that utilize them.

our price adjustment algorithms in NS-2 and evaluate their Kelly formulated the flow control as the combination of a
performance for various single and multi-bottleneck topol Static optimization and a dynamic stabilization problerheT
gies, for both marking and dropping congestion notificatio§tatic optimization problem computes the desired equitbr
policies. In particular, we show that given a standard neRy maximizing the sum of the source utility functions
work behavior like TCP-Friendliness, our algorithm forced/: (i), while complying with capacity constraints in the
uncooperative users to comply with their fair-share of thénks:

X X . . . N

bandw@th. Conclusions are given in Section V]\I,' max S U (z;) subject to Rz < c. 4)
Notation We denote by, = (0, o), and, byR" vectors 220 ~~

whose entries are ifR;.. Given a functionf (z), its positive Y

projection is defined as The dynamic problem is to design the source rate update

law based on the aggregate price, and the link price update
law based on the aggregate rate, to guarantee stabilityeof th
equilibrium. For this problem, Kelly introduced two dynami
algorithms: ThePrimal Algorithm consists of a first order
source update law, and a static penalty function for the link
to keep the aggregate rate below its capacity:

_ f(z) ifz>0, orz=0andf(x)>0
(f @)z { 0 if =0 andf (z) < 0.

If = and f () are vectors, theff (x)); is interpreted in the
component-wise sense.

&; = ki (U (x3) — q; = h;(y;). 5
Il. OVERVIEW OF KELLY'S PRIMAL AND DUAL FLOW i =R (U (2:) =) 2 =Dy (y5) ()
CONTROL ALGORITHMS The penalty functiong, (y;) are designed to enforce the link
capacity constrainty; < ¢, [ =1,--- , L, i.e., to keep the

In Kelly’'s framework [1], network flows are modeled as

the interconnection of users and communication links a%ggregate ratg, b_elow Its (_:apaC|t)cl. .
shown in Figure 1. The Dual Algorithmconsists of a static source update and

a first order dynamic price update:

N Sources €Tr; = Ui/_l (qz) 7]7] =7 (yJ — CJ);_] . (6)

. o X From (6), the unique equilibrium for the dual control law is
Control obtained from the equations
Fom';g;llili:u[ing q;k _ U,L/ (.Z‘;k) 7 i = 17 o ,N (7)
R R ] =0 ify <qg -
‘ pl{zo Ifyl*:Cl 1_177La (8)
Backward Routing L Links

Matrix which as shown in [1], correspond to the solution of the

» JLM , optimization problem (4), in whichp;’s play the role of
Control Lagrange multipliers for the capacity constraints. For the

primal control law (5), the equilibrium obtained from
Fig. 1. Network flow control model. q = Ui/ (i), i=1,---,N ()]

Packets from each user (with sending ra are routed approximates the optimality condition (7)-(8) with the el

through the links with the aggregate link rate of the penalty functions; (). The stability of these two
algorithms and their extensions has been established |n [12

y=Rsx (1) [13], [20], [21], [22], [14], [15], [17], [23].



[1l. UNCOOPERATIVE USERS INKELLY'S PRIMAL The algorithm (13), (15) is depicted with a block diagram

ALGORITHM in Figure 2. In Theorem 1 below, we use tools from singular-

We now assume that some users, which we call suncderturbations theory [18], [19] to prove that it achieves
operative”, use more aggressive utility functions to iasee 2Symptotic stability of the cooperative value in (9)-(10):

their share of bandwidth; that is, instead ©f (x;) in (5), Thegrem 1. Consider the “etV,VOFk (1)'(_3)’ where some
they implement’; (z,): users implement the uncooperative algo'nthm (.11), rather
than (5). Supposé/; (z;) : R+ — R are increasing and
o (UZ{ (2;) _qi)_ (11) sufficiently smooth functiond/;” (z;) < 0 Vz; € Ry,
and U; (z;) — —oo and U; (x;) — —o0 asz; — 0 for
To rectify these uncooperative users, we propose that the= 1,... | N. Then, the price adjustment algorithm (13),

supervisor at the edge of the network (e.g., internet servig15) ensures that, for any compact $etc Rf of initial
providers) adjust the price feedback from its nominal valugonditionsz (0), there existsp? > 0 such that, ifp; > p?,
¢; 1o g;. An ideal design ofj; would be thenz (t) and # (t) remain bounded, and (¢) converges to

- N the cooperative value* in (9)-(10).

Gi = + Ui (@) = Ui (z:), (12) The assumptions of Theorem 1 on the utility functions
which replacedJ; (x;) in (11) with the cooperativé’/ (z;). Ui (z;) are standard in the literature [1], [14], [24]. In
However, this design is not implementable becallsér;) ~particular, the assumptiol; (z;) — —oc asz; — 0 ensures
is not known to the supervisor. Instead, in our design, Wﬁﬂ.atRf is positively-invariant, i.e., ifc is initially in RY, it
obtain an estimate df; () with the help of the cooperative Will remain in RY for all ¢ > 0. It is satisfied by commonly
reference model: used utility functions such a#/; (z;) = —2 (variant of

. TCP Reno) andJ; (z;) = a;logz,; (TCP Vegas) [14]. For
i‘i = R (Uz/ (J?Z) — qi) 5 a?l (0) =T (0) . (13)

others, such a¥; (x;) = Tiftam*1 (% (TCP Reno), we
The &; thus calculated differs fromx; by e; := 4; — 2;, can modify Theorem 1 and prove stability by using positive

which, from (11)-(13), is governed by projection functions as in [15]. It is reasonable to make the
B same assumptions fdr; (-) as forU/ (), because cheating
i = i (@i —¢; = Uj () + U] (%’)) : (14)  users would typically change the parameters of the nominal

utility functions, such as; in TCP Vegas above. However,

This means that, if we design the price adjustment to be this assumption excludes some traditional unresponsives flo

G = q; — piei, (15) referred to as UDP or CBR, in which, users send data at a
constant rate without acknowledging any feedback from the
with a sufficiently high gainp; > 0, then the variable network. O

e; evolves in a faster time scale than, and reaches the proof: To represent the algorithm (11), (13) and (15) in the

quasi-steady statgie; ~ —U/ (x;) + U/ (x;). Thus, after a standard singularly perturbed form [18], [19], we let
fast transient, our design (13), (15) approximates the non-

implementable scheme (12). For cooperative users, where Wi = pi€i (16)
Ui (z;) = U; (x;), (13) and (15) yieldj; = ¢;, which means o= 1 17)
that no price adjustment is applied. Yo
and obtain:
e Supervisr itDcu Ty = Ky (U{ (zi) — qi + wi) : (18)
aggrcga(llc prices =}(\J> adjustcz pricc? sendu:g rates Eid)i = —K; (wl + UZ/ (CCZ) — UZ/ (CL‘Z)) . (19)

An inspection of (18) and (19) shows that the equilibrium
’74 C for z; is same as the cooperativg in (9)-(10), and the

b
R ¥ equilibrium for w; is

R ~
> wi = =U} (&7) + U] (7). (20)

=

N

T To shift this equilibrium to 0, we define
e R @i = wi + U] (¢;) = U; () (21)
[ and rewrite (18)- (19) as
e i =K (U (z) — R"h (Rz) + )
Fig. 2. Price adjustment for uncooperative users in Kellytmal (“)(U' (x)-U’ (:c))
algorithm. co=—K|w—e~———F—(U' (z)-R"h (Rax)+w

Ox
22)



where we use the vector notationz and use the chain rule for the second derivative of the

[ Ty Xy -+ TN ]T, w = [ wy wy -+ WN ]T. function «; (f{ ()) :
K = diag{k;} ande = diag{e;} are diagonal matrixes of 4 )
the source controller gaing > 0 ande; > 0,i=1,--- | N, 0 (Fvi (fi (@) ) i O (fi(2)
and U’ (z) € R" is a vector whosdth component is the 02 =26if1 (27) —5 3
derivative U; (z;) of the utility function U; (x;). Likewise, =g~ r=ar
h(y) € R* and U’ (x) € R" consist of the penalty o(fi T o
functionsh; (y;) and uncooperative utility functions; (x;). +25,; ( (];1 (I))> ( (];1 (I))>
To prove asymptotic stability ofz, @) = (z*,0) we use . z _—
the Lyapunov function Becausef; (z*) = 0 and because
- of oh
V=) (= Ui(xi) = Ui(a7)) + ¢; (i — x7)) YLy = U (2*) — RT <U" (z*
2 aI(x) U’ (z*) Ra(Rx)w:mR U’ (z") <0
L v 1 we conclude
+ Z </ —hi (y)) da) + inK_lw .
= & (h@" Kh@)
(23)
Ox?
which is positive definite and radially unboundeddrY, and x:;f*
yields the derivative N B (f{‘ (x)) 9 (f{' (x))
) T =2 Z K
V<-—fi(z) Kfi(2) —w'e'w pr ox oz B
0 (U (2) = U (x) (24) oh|  \ . (oh
+ o’ ( o )w+wa2(x), 2(5%90—35*) K(axm_m*)>0
where which proves (27).
fi(z):=U"(z) — R"h(Rx), (25) Next, we apply Young's Inequality [25] to the term
. @’ f, (x) in the right hand side of (24):
6(U’(az)—U’(x)) f2 (x) g (24)
fa (@) = T LT B 2
oz @ f2(2) < Slwl”+ 2@, A>0,
(U (@)-R"h (Ra))+K (U (@)+R"h(Rx))) . get
(26)
We show in Lemma 1 below that, on any compact set of o (0 ,
(z,w) that includes(z*,0), we can choose small enough N (U (@) U (x)) 1,
to ensurel” is negative definite. The conclusion of Theorem =~ — ox AN

1 follows from this lemma because, from(0) = = (0), we \

havew (0) = 0 and, thus= (0) = ~U" (x (0)) + U (x(0)), -3 (x —aP = S fe <x>||2) .

which means that for any sé€t as in the statement of the 40

theorem, we can find a corresponding region of attractioBecausef, () is zero at zero and continuously differen-

in (z,w) coordinates, which does not depend @nSince tiable, we can select and<* such that, for all € A,
V is also independent of, we can select a level set &f

that encompasses this region of attraction, and desfgom A I (@HQ
Lemma 1 to rendel’ negative definite in this level setD

Lemma 1: Let the assumptions of Theorem 1 hold, and let
f1(x) and f5 (z) be defined as in (25)-(26). Then, for any

1
< sl —a|

) (U/ (z) — U’ (x)) .

compact setA of (z,w) that includes(z*,0), there exists 1 Inun — — 2oy >0
e* > 0 such that ife; € (0,¢*] for all i = 1,--- , N, then 2¢e* O0x A -
1% (z) given in (24) is negative definite ofu. and obtain
Proof: We first claim that there exists a constant 0 such
that, for any compact set of (z,w) that includes(z*,0), V< _21 B p— g |z —z*|?,
E*
fr(@)" Kfi (@) > 6 |l — 2" (27) " for anye; € (0,¢*], which concludes the proof. m
To prove this we show that the Hessianﬁ;f(x)T K fi (x) In Theorem 1 we require that the edge supervisot:$6)
is positive definite at:*. To this end, we note that equal tox (0). However, it is not difficult to show that the
proof holds true for small errors between0) and z (0).
fT(2)Kf (z Z ki f1 (x In implementation it may also be necessary to know how

large the gairp; must be selected. While, in principle, such



a value can be obtained from the calculationggfin the Theorem 2: Consider the network (1)-(3), (6) and (28),
proof, this value may be conservative, and depends on timhere U; (z;) and U; (z;) are as in Theorem 1, and
class of utility functionsU; (-) employed by uncooperative Ui’*l (s) > Ui’*1 (s), Vs € R4. Then, the price adjustment
users. A more practical value can be obtained by monitoringgorithm (28), (31), ensures that, for any compact Qet
whether the uncooperative rates persists and by increasiRg’ of initial conditionsp (0), there existsp; > 0 such that,
the gainp,; accordingly. A further discussion on the choiceif p; > pf, thenp (¢), = (t) and ¢ (¢) remain bounded, and
of this gain is given in Section VI.C. x (t) andp (t) converge to the cooperative values and p*
in (7)-(8).
The proof of Theorem 2 is similar to that of Theorem 1
We next study Kelly's dual algorithm where uncooperativeand, is omitted due to space limitations.
users implement, instead of (6),

IV. PRICE ADJUSTMENT FORKELLY’S DUAL ALGORITHM

V. IMPLEMENTATION AND SIMULATIONS

T = Ufl (Gi) - (28) We have implemented the uncooperative framework pre-
~1 —1 . sented in this paper in the Network Simulator (NS-2).
We assumd/;~ (s) > U; " (s), Vs > 0, which means that While we have studied both dynamic (Section Ill) and static

the uncooperative sending rate is larger than the cooperatll Section V) users, in simulations we implement the method

rate. To counteract su_ch ungooperative USErs, the supervi f Section Il because of the prevalence of TCP, which is
must replace the nominal price feedbaglwith dynamic and can be modeled as in (11) (see [1]). We added
- =, 1 an edge-based supervisor, which adjusts the price feedback
G =UioUi™" (a), (29)  according to (15). The implementation of this feedback
which, when substituted in (28), results in the cooperativadjustment depends upon the congestion notification policy
rate (6). Because a direct solution of (29) would require th@eployed in the network. In our simulations we present the
knowledge of7/ (-), which is not available to the supervisor, results with scenarios where marking (ECN) and dropping

we propose the dynamic algorithm are used as congestion notification policies.
The framework presented in this paper is independent of
Gi = qi + wi, (30) the buffer management policy deployed in the network; that

is, it works with any Active Queue Management scheme

as well as with simple Drop Tail queueing. We note that,

N S = T R Y 4 unlike the static link assumption in Section 1ll, AQM and

i =pi = U7 @), @i (0)=0, pi>0, (1) Drop-Tail in simulations make use of queue length and,
depicted in Figure 3. The equilibrium of (31) is achievechence, are dynamic algorithms. An extension of the proof of
when dynamic-source dynamic-link algorithms would be possible

but lengthy. The stability properties observed in simolagi
T = U{_l (@), (32) are indeed consistent with those predicted by Theorem 1.

hich indeed coincid ith th i te (6). W We present simulation results for both single and multi-
which indeed coincides wi € cooperalive rate (. )- Bottleneck topologies, depicted in Figure V a) and b). Adl th
achieve asymptotic stability of this equilibrium, agairy b

desianing the adantati it b ticiently high: access links are configured to have a capacity equal to four
esigning the adaptation gai fo be sufliciently high: times that of bottleneck links. The bottleneck links capaci

and delay is fixed at 0.8Mbps and 20ms respectively unless

specifically stated. For all simulations reported in thipgra

the simulation time is 150 seconds, and rate (or throughput)

BV i ‘ measurements are taken every 0.5 seconds. Each router has a

aegpesateprices A/ adjusted prices j sending rates buffer equal to one bandwidth delay product. In setups where
the bottleneck routers have Random Early Drop (RED) buffer

m< ;Vf management policy deployed, the corresponding maximum

L/
A

# f and minimum threshold are set@g x B and0.3 x B where
R

. Rates Control
Edge Supervisor

. |
]

B is the total buffer length; the queue weight was set to 0.002
and the maximum dropping probability to 0.1.
In the multi-bottleneck topology in Figure V b), the flow
‘ between source S1 and destination D1 traverses both the

~ agmresate rates bottleneck links, and henceforth in this paper is referied t
as along flow The two flows between the source destination

Link Control pairs [S2-D2] and [S3-D3] go over only one bottleneck link

and, therefore, are referred to sisort flows

Fig. 3. Price adjustment for uncooperative users in Kellyialdlgorithm. We refer to flows, which under same operating conditions,
get more rate than TCP as selfish flows. This definition
is also often commonly referred to as TCP-Friendliness.

U

P
link prices

L W T




o schemes with utility functio/(z) = —1/1/z. We see that,

. / the uncooperative flows get an unfair share of the bandwidth
BeIARh Flow 8 Mbps, 5ms and almost force a traffic volume based denial of service

0.8 Mbps, 20ms

Rectification

Agent attack. When we employ our edge-based supervisor, with
TCP Friendly Flow p = 2.5 x 1075, we recover the ideal bandwidth sharing
. \ ' of bottleneck links, as shown in Figure 6 a). The value
RED/DropTail/Any—AQM of p is comparatively large, because dropping or marking
(a) Single-Bottleneck probability is less than 1 and so is the price adjustment.

A. Higher Flow Multiplexing with Background Traffic and
Reverse Path Congestion

To further present the efficiency and the robustness of our
scheme we increase the number of competing flows, and
add HTTP sources to the persistent flows and also short
TCP-Friendly flows to the reverse paths. The capacity of

o
3 Mbps
sms

TFRC Long Flow

20ms 20ms

Ror itex
0.8 Mbps 0.8 Mbps
Sms
5ms " Seifish Shor Flow 1 8 Mbps [ serfish Shor Flow 2
Rectification Agent — si D4

83

(b) Multi-Bottleneck the bottleneck links is set to 8Mbps and that of access links
to 80Mbps. The bottleneck buffer is set to one bandwidth
Fig. 4. Topologies used in simulations. delay pI‘OdUCt.

Figure 7 shows the results for the scenario where 5 TFRC
flows compete for bandwidth against selfish flows. On each
Since almost 90% of the traffic carried on the Internepottieneck there were 5 selfish short flows. To these pensiste
uses TCP, we chose TCP-Friendliness as our definition fibws, we added short web transfers which occupied 10%
conformant flows. In this paper all transport protocols aref the bottleneck bandwidth. Further, we also setup flows
rate based. Thus, all TCP-Friendly schemes use equatign the reverse path. Specifically, on each bottleneck in the
based rate control scheme (TCP Friendly Rate Controlreverse path there were 5 flows competing for bandwidth and
TFRC) presented in [26] and all selfish schemes are variantsus creating congestion on the reverse path. Figure 7 shows
of TFRC which have conservative decrease algorithms, i.ehe throughput of one flow from each group: TFRC Long
upon congestion they decrease more slowly than TCP. Wiews, selfish short flows from Group 1 which go over the
would like to refer the reader to [11] for ways to generatgirst bottleneck only; and, finally, the selfish short flowsrfro
selfish flows. In this paper we have also assumed that @roup 2 which go over the last bottleneck only.
the flows are persistent flows, i.e. they have infinite data Figure 7 a) shows the ideal sharing of the bottleneck when
to transfer. However, we will also present the results fer ththe short flows are also TCP-Friendly. Figure 7 b) shows that
scenarios where we have both persistent and short web trafficthe absence of any policing the uncooperative flows get
competing for bandwidth. more share of the bandwidth at the expense of TFRC flows.
We evaluate our algorithm for both single and multi-with our rectification algorithm £ as 2.5 x 10~°) the fair
bottleneck topologies, with various degree of flow mulshare of the TFRC flows is restored; see Figure 7 c).
tiplexing. We also test its robustness in the presence of ) o ]
mice like web traffic and reverse path congestion. Figur- Effect of Gainp on Rectification of Selfish Users
5 shows the results where RED is deployed on the routers.The performance of our edge-based rectification algorithm
In the simulation, two flows compete for bandwidth in adepends on the gaip in equation (15). As detailed below,
single bottleneck scenario. Among these flows, the firstimulation studies indicate that too small or too large @alu
is TCP-Friendly withU(z) = —1/z, while the other is of this p may deteriorate the performance. Indeed, Theorem
uncooperative with the utility functio(z) = —1/y/z. 1 disallows small values qf because, otherwise, the desired
If both competing flows were TCP-Friendly, they wouldtwo-time-scale behavior is not achieved. Although Theorem
have shared the bandwidth equitably. However, Figure 5 a)allows arbitrarily large values fqr, in practice, such high-
shows that the uncooperative flow grabs a larger share géin leads to saturation of dropping or marking schemes, not
the bandwidth. With our edge-based algorithm, in Figure Bonsidered in Theorem 1.
b) the two flows share the bottleneck bandwidth equitably. Consider the multi-bottleneck setup shown in Figure V b).
Simulations with other uncooperative utility functionstiis  In Figure 6 we presented simulations wjth= 2.5 x 10~°.
scenario, not presented here, yield similar results. In Figure 8 we compare this result with= 10~ (Figure 8
In the multi-bottleneck topology shown in Figure V b),b)) and withp = 10~° (Figure 8 c)).
the TCP-Friendly long-flow, competes for bandwidth against We note that a high value of may result in tver-
the two uncooperative short-flows. Figure 6 a) shows thpenalizatiofi, and uncooperative flows may receive even
result corresponding to the cooperative setup where beth thess than their fair share. Similarly, with a very small \alu
long and short flows use TCP-Friendly rate control schemef p the selfish users are not sufficiently penalized and
Figure 6 b) shows the result for the setup where we replatkey continue to get more share of the bottleneck link(s) at
the TCP-Friendly short flows with uncooperative rate cdntrahe expense of cooperative users. However, for intermediat
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values, such as = 2.5x 10~° in Figure 8 a), we recover the  For all the results reported in this paper we have found
ideal shares for the uncooperative and the cooperative.usehat the ideal range of lies between the interval0— to
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107°. We also extensively evaluated the edge-based recti7]
fication model for different value of selfishness, i.e. users

chose different values df(x), and found observation onm 18]
consistent with those reported above. [9]
[10]

C. ECN Enabled Network

We conclude this section with the results where the RER 1)
scheme is configured to mark the packets (instead of drop-
ping them). Figure 9 a) shows the ideal bandwidth sharin%
while Figure 9 b) shows that in the presence of uncooperative
flows the resulting bandwidth sharing is unfair. When we!3]
introduced the edge-based supervisor, with= 10~4, the

bandwidth is shared fairly. [14]

VI. CONCLUSIONS [15]

We have presented a price adjustment algorithm for both
Kelly's primal and dual network flow control models, and[16]
tested it on the Network Simulator. This algorithm is to be
implemented at the edge of the network and, thus, does not;
require costly hardware upgrades in the entire network. It
is independent of congestion notification policy deploye
by the network, and thus, can be used with any Activeo)
Queue Management scheme, as well as Drop Tail queueing.
Although a suitable range for the gapnin our algorithm 200
was determined by simulations, a judicious choice of this
gain deserves further investigation. An on-line adaptefts ~ [21]
p may be possible, and is currently being investigated by tf}gz]
authors.
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