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Abstract—This paper describes the “explicit rate indication for only coarsely specified so that various vendors can implement
congestion avoidance” (ERICA) scheme for rate-based feedback their own switch rate allocation algorithms and distinguish their
from asynchronous transfer mode (ATM) switches. In ERICA, the - qqycts. The switch rules simply ensure that switches from
switches monitor their load on each link and determine a load dif ¢ d il int te th h th i
factor, the available capacity, and the number of currently active Uil v_en ors willin erppera e ; oug € operation may
virtual channels. This information is used to advise the sources NOt be optimal. Several switch algorithms have been developed
about the rates at which they should transmit. The algorithm is  [2]—[10]. This paper describes one of the earliest of such switch
designed to achieve high link utilization with low delays and fast algorithms.
transient response. It is also fair and robust to measurement er- The explicit rate indication for congestion avoidance

rors caused by the variations in ABR demand and capacity. We . .
present performance analysis of the scheme using both analytical (ERICA) algorithm was presented at the ATM Forum in Feb-

arguments and simulation results. The scheme is being consideredruary 1995. Since then, its performance has been independently
for implementation by several ATM switch manufacturers. studied in many papers [5], [6], [8]. Also, we have incorporated

several modifications into the algorithm [10], [11]. This paper
provides a consolidated description and a performance analysis
of the algorithm.
. INTRODUCTION This paper is organized as follows. The next two sections ex-

HE KEY new feature of asynchronous transfer mod@mine the ABR service and describe the switch model and de-
T (ATM) that distinguishes it from other networkingSign goals. Section IV describes the algorithm and examines the
technologies is that it provides very sophisticated traffic mafadeoffs involved in selecting the algorithm metrics and param-
agement. ATM networks use connection admission contr§ers. Section Vi presents representative simulations to show the
traffic shaping, policing, selective discard, packet discard, aR§fformance of the scheme under strenuous conditions. We also
explicit feedback to manage the traffic. Traffic management Besent limited analytical arguments of the convergence of the
particularly important at high speeds since even a short-tefgorithm in Appendix A.

overload at these speeds can lead to significant queues and data
loss. II. THE ABR CONTROL MECHANISM

ATM networks provide several services. Of these, the avail- According to the ATM Forum specifications, ATM networks
able bit rate (ABR) service is ideal for data. In this servicgurrently offer five service categories: constant bit rate (CBR),
switches use an option to pfOVIde_ an e>§pI|C|t rate feedback to theal-time variable bit rate (rt-VBR), nonreal-time variable bit
sources and sources control their traffic accordingly. The AThte (nrt-VBR), available bit rate (ABR), and unspecified bit rate
forum traffic management specification [1] contains detaile@BR). Of these, ABR and UBR are designed for data traffic
rules for the ABR source and destination end systems. The ruggibiting bursty unpredictable behavior.
for switches are also Specified. The switch behavior, hOWGVGI', ISThe UBR service is Simp|e and does not give sources any

guarantees. The network elements try to improve throughput
. . . and reduce loss using intelligent buffer allocation [17], cell drop
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field indicates the rate that the network can support at the par- S —

ticular instant in time. When starting at the source, the ER field EERRL
is usually set to the peak cell rate, and the Cl and NI flags are
clear. On the path, each switch reduces the ER field to the max-
imum rate it can support, and sets Cl or NI if necessary [13].Fig. 2. Switch model.

The RM cells flowing from the source to the destination
are called forward RM cells (FRM’s) while those returningy Design Goals
from the destination to the source are called backward RM . i L
cells (BRM's). When a source receives a BRM, it computes its | 4€signing ERICA, our main goals were to maximize link

allowed cell rate (ACR) using its current ACR, the Cl and N\utilization, minimize queueing delays, achieve fair allocation,
flags, and the ER field of the RM cell [15]. reduce transient response time, and achieve stable and robust

operation. Each of these goals is explained below.
1) Utilization: Our first goal was to maximize the link uti-
lization p(t). This is done by allocating as much of the avail-
lll. SwITCH MODEL able capacity to active ABR flows as possible. The entire link
capacity that is not used by the higher priority VBR and CBR
Our switch model is shown in Fig. 2. Each service categogervice categories is potentially available to ABR.
has a separate first-in, first-out (FIFO) output queue, which ERICA tracks ABR utilization using a metric called “load
feeds to the output link under the control of a scheduling medactor” (z; refer to Section IV-A). Specifically; is proportional
anism. The ERICA algorithm works at every ABR queueing the ratio of the ABR input rate to the ABR capacity. Using
point (assumed to be at the output for this paper). For simplicihe ERICA utilization goal is ateady-stat@perating point in
we assume that there are at most two classes (VBR and ABRg neighborhood of = 1. In certain configurations, this goal
and ABR has the lower priority, i.e., it gets the leftover capacityannot be realized for all bottlenecks, in which case, the maxi-
after VBR cells are transmitted. We do not consider the cagfization of» (wherez < 1) is desired for those bottlenecks.
of ABR virtual connections (VC's) guaranteeing nonzero 2) Queueing Delay:High link utilization can result in large
minimum cell rates in this paper. Techniques for adaptingcieues and long delays. The instantaneous utilizai{oh is
switch scheme to guarantee such rates are suggested in [4fjy when a large queue backlog exists at the bottleneck. Our
Other issues not addressed in this paper include the effectetficiency goal is to maximize the link utilization while keeping
more complex queueing strategies like per-VC queueing, neéfe steady-state queueing delay under a target maximum
work segmentation using the virtual source/virtual destinatiqalue. The concept of maximizing throughput (utilization) and
(VS/VD) option [1], and multipoint ABR connections. Someninimizing delay is known as “congestion avoidance” [14].
of these issues are addressed in [10] and [21]. In ERICA, the definition of congestion avoidance has been
In ERICA, the time is divided into consecutive equal-sizeroadened to include the goal of reducing the delay. When the
slots called “switch averaging intervals.” As shown in Fig. Zgueueing delay is more than the target, allocations are reduced
the measured load in the forward direction in each slot is used that queue size decreases.
to provide feedback in the reverse direction in the next slot. The3) Fairness: A commonly used criterion for describing fair-
feedback may be computed at the end of each slot or wheness is thanax—min allocatiorj7]. Among the allocation vec-
backward RM cell (BRM) is received. tors (with elements in a descending order) that result in link
One of the design features of ERICA is that switches give utilizations less than or equal to 100%, the lexicographically
most ondeedback value per flow during any averaging intervalargest vector is the max—min allocation. In simple terms, the
This precludes the switch from giving multiple conflicting feedgoal of max—min allocation is to give equal shares of a resource
back indications in a single averaging interval using the sartwall contending sources. However, if some sources cannot use
control values. their shares (since they are constrained at some other bottle-
ERICA gives feedback only in the explicit rate field in theneck), they are given the maximum share that they can use, and
RM cell. It is possible to additionally throttle or moderate théhe leftover is available for equal allocation to other contending
sources by setting the CI and NI bits in the RM cell using polsources. This process can be shown to lead to max—min allo-
cies suggested by several other schemes [5], [19]. cation, provided the source demands are fixed and noninfinite.
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Several schemes including ERICA [3], [4], [19] use this method/hen FRM is received:
and search for a “maximum equal share” value to allocate to 8ICR[VC] —~ CCR_in_RM_Cell
contending sources. In ERICA, fairness is sought only after a¥fhen a BRM is received:

ficiency has been achieved, that is, the load faetis in the CCR[VC]

) : ’ ! ; VCSh _—

neighborhood of unity. If the load is too high or too low, rates CShare — z O
for all sources are decreased or increased so that efficiency itF ( =z > 1+ 6)

rapidly achieved. THEN ER— Max (FairShare, VCShare) (8)

In addition to the above “steady state” goals, ERICA aims to
achieve the following goals.
4) Stability and Transient PerformanceA stablesystem is ELSE ER— Max (MaxAllocPrev., VCShare)

one that can reestablish its steady state after perturbations. The 9)
transient performancef the scheme determines how quickly
the steady state is reestablished. MaxAllocCur. — Max (MaxAllocCur., ER)

5) Robustnessin cases where the system has steady (10)

state(e.g., due to persistent variation in capacity and demand),r (ER > FairShare AND CCR[VC] < Fair-
the scheme should be robust. This means that its essengghye)
performance metrics should not degrade to unacceptable levels.

We emphasize that ERICA is an engineering solution which THEN ER— FairShare (12)
incorporates these design goals. We provide limited analytical
arguments and simulations to support our performance claims.

ERrm_cenn — Min (ERrm_cen, ER Target ABR Cap.).
IV. THE ERICA ALGORITHM (12)

The ERICA algorithm periodically monitors the load on each
link and determines the ABR capacity, the load fact)r &énd
the number of active virtual connection¥’) during eactaver-

aging interval. A. Efficiency: Using the Load Factor Metric

The complete pseudocode including all features of ERICA . : . I
is given in [10]. Below we present the key steps in ERIC The key metric used in ERICA is the load facte},(which is

as a pseudocode. The variable MaxAllocPrevious (or MaxAl-
locPrev., abbreviated) represents the maximum allocation giv%?‘P
during the previous averaging interval to any source transmitting Z— -
to this output link. Similarly, MaxAllocCurrent (or MaxAlloc- The t t ABR Targe: A.BR C;:lpatqty f the total ABR
Curr., abbreviated) is used to determine the maximum allocation € targe capactly 1S a fraction ot the tota
given to any source so far in the current averaging interval.

and bounded delay, as explained next.

acity, as given by (3)
ABR Input Rate

This pseudocode achieves the goals of efficiency, fairness,

e ratio of the measured input rate at the port to the target ABR

capacity [(2)], where the fraction may be determined based

Initialization:

MaxAllocPrevious ~ MaxAllocCurrent
FairShare

End of Averaging Interval:

—

Total ABR Cap. <« Link Cap. —VBR Cap. (1)

Target ABR Cap. +« Fraction x Tot. ABR Cap.

ABR Input Rate
AR
Target ABR Cap.

FairShare Target ABR Capacity

Number of Active VCs

MaxAllocPrevious «— MaxAllocCurrent

MaxAllocCurrent «— FairShare

()

®3)

(4)

(®)

(6)

upon queueing delays (refer to Section 1V-C). The load factor
is a compact and accurate congestion indicator, and is arguably
better for rate-based schemes than using queue length alone [9].

The load factor is used in ERICA with the goal of driving
the system toward aefficient operating point, defined as the
neighborhood of = 1. The simplest way to achieve efficiency
is to reduce each VC's activity by a factor afln other words,
each VC'’s allocation (“VCShare” in the pseudocode above) is
set to the VC CCR divided by the load factgror CCR[VC]/=.

Here, CCR is the estimate of the source current rate. CCR may
be read from the forward RM cells of the VC or measured by

the switch. Either way, the CCR value is stored in a table and
used for this calculation. The analytical arguments given in the
Appendix show that this technigue does drive the system to the
neighborhood of = 1.

Though VCShare can be used to achieve efficiency, it may
not be a fair allocation. A mechanism is required to equalize the
rate allocations while ensuring that the bottleneck load factor
remains in the neighborhood of unity. This is the topic of the
following section.

B. Max—Min Fairness—Equalizing Allocations

One way to equalize allocations is to calculate rtteximum
of the VCShare values and assign this maximum value to all
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sources. This can result in sharp load changes (and extended S:Pl‘:ﬁ;_y y ] Factor = 290

periods of overload). For example, consider the case when the F“t‘pm on / (b-1)Q+ QO Factor =390
allocation of N sources are({ — ne, ¢, - - -, €), wheree andne actor @1Q+Q0
are negligibly small. The load factor is close to unity (assuming 1.00
no prior queue buildups). The maximum of these allocations is

C —ne, which we call “MaxAllocPrevious,” referring to the fact Fai : /
that the maximum is calculated in the previous cycle and used Factor=F..
in the next cycle. In the next cycle, the allocations based upon :Q o
this maximum value would b&{— ne, C' —ne, ..., C — ne), Queue Length Q
leading to a load factor of almost To avoid this, ERICA uses

a two-step process. A variable “FairShare” is computed as the- 3. The queue control function in ERICA.

ratio of the target ABR capacity and the number of active con-

nections. If a VC is initially sending at a rate below FairShare, Q0. Both curves intersect a0, where the value is 1.
itis not allowed to increase its rate to MaxAllocPrevious in the, emphasize the control of queueing delay, ERICA uses a
current cycle. In particular, all sources sending below the Faﬁarameterm (target queueing delay), which is converted into
Share are allowed to rise to FairShare, and those sending abt‘Pl\éetarget queue lengtf0 parameter before performing the

FairShare are allowed to rise to MaxAllocPrevious. Thereforg|cylation given above. The parameter settings are discussed
a VC sending at a rate below FairShare would take two cyclgssection V.

(steps) to reach the maximum possible allocation.
These features and mechanisms (VCShare, rate equalization,

at least FairShare, at most FairShare if rate is low) are incorpo- V. PARAMETER CHOICES AND ROBUSTNESSISSUES

rated into the ERICA algorithm as presented in (7)—(11). The

parameteb is used for the equalization of allocations [(9)] an%

defines the “neighborhood of unity.”

»

The robustness and performance of ERICA are significantly
ependent upon how measurements are performed and param-
eters are chosen. ERICA parameters may be classified into: 1)
parameters related to measurement and averaging; 2) queue con-
C. Queue Control trol parameters; and 3) max—min fairness paramgeter

In Section IV-A, we noted that the Target ABR Ca- )
pacity is a fraction of the Total ABR Capacity. This fractiorf’- Measurement and Averaging Related Parameters

can be a function of the current queue lengtfr)), i.e.,  As previously mentioned, the essential metrics used in
Target ABR Capacity= f(Q) x Total ABR Capacity. ERICA, i.e., load factor £) and number of active connections
The functionf(Q), called the “queue control function,” al- (7, for FairShare calculation) are measured during consecutive
lows only a specified fraction of the available capacity to bewitch averaging intervals. Variation in demand, available
allocated to the sources. Such a function should not artificialiapacity, and number of currently active connections could
restrict the system utilization to a value smaller than 100%, afghd to errors in the estimation of these metrics, which, in
it should compensate for errors in measurement (which manif@gtn, would lead to errors in feedback. ERICA is particularly
as queues). Further, given a fixed number of persistent sourgeasitive to underestimation &f because FairShare (which is
of traffic, it should allow the system to achieve a queueing delagliculated usingV) is theminimumallocation given to sources.
target. A control-theoretic definition of these steady-state amRICA is also sensitive to oscillations in estimation of the
robust stability conditions is given in Ozbay al.[24], and an load factorz during alternating periods of demand activity and
analysis of queue management techniques for ABR while mainactivity, and in the presence of higher priority VBR traffic.
taining max—min fairness is presented by Ma and Ramakrishripiferefore, the choice of the switch averaging interval is critical
[23]. A simple queue control function such as a constant fung the performance of ERICA.
tion used in earlier versions of ERICA and the OSU schemeTo determine a reliable averaging interval, observe that
[called “Target Utilization” (/)] does not meet these requirethe activity of any source is determined within a round-trip
ments. time (RTT). Moreover, the maximum time for feedback
The alternative is forf(Q) to vary depending upon thefrom any switch to reach a source, and the resultant ac-
queueing delay. A number of such functions can be designggty to be experienced at the switch (called the “feedback
[23], [29]. One of the functions that worked particularly well isjelay”) is the maximum RTT (max RTT) plus the maximum

the following (also refer to Fig. 3): inter-RM-cell-time (max inter-RM-cell-time). Allowing time
ax Q0 for transient loads between averaging intervals to subside, a
=ma DLF for 0 . ) S . '
H(@Q) =max { Q "(a—1)xq+ QO) ¢>Q reliable value for the switch averaging interval is at least 2
and (max RTT + max inter-RM-cell-time).
b 0 i ing i
FQ) = X Q for 0 < Q < Qo. Choosing averaging intervals smaller than max RTT poses

(b—1)x Q+Q0’ the risk of errors inz and N (due to temporary inactivity of

Here, (@) is a truncated rectangular hyperbola assumirgpurces), and choosing intervals smaller than max inter-RM-
values between 1 and queue drain limit factor (QDLF) in theell-time poses the risk of not giving feedback to some sources
range0 to infinity, and values betweeland 1 in the range in every measurementinterval. In fact, intervals smaller than the
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maximum inter-cell-time would guarantee thtis underesti- 5. The decrease function affects how quickly excess queues are
mated. drained. The combination of these factors makes the choice of

One solution to the problem of estimation errors with smalff0 important.
intervals is to use separate averaging intervalsfoand » to A heuristic used in ERICA ensures that the maximum os-
allow reliable estimation of each, and give feedback in evegjllation of queues in the steady state will be no larger than
z-interval, which would be the smaller of the two. ERICA em&0. As described in Appendix A, in steady state, the maximum
ploys an alternate method. The method is to use a sbagle av- deviation of the load factor is determined by the paraméter
eraging intervaland optionally use exponential averaging tectSpecifically, assuming that queueing deviations are corrected in
niques to improve reliability and reduce variance in the meane averaging interval, we have the relationstip: > ¢ x
surements. The base averaging interval is chosen staticallyBi@se Averaging Interval. Given that our choiceb@$ 0.1 (refer
the range [5 ms, 20 ms] for an OC-3 bottleneck link (used k@ next section) and the base averaging interval lies between
our simulations) and may be scaled by the ratio of OC-3 (135 ms, 20 ms], thef’0 lies between [0.5 ms, 2 ms].
Mbps) speed to the given bottleneck link speed for slower or The parameter QDLF (queue drain limit factor) limits the
faster links. amount of available capacity that can be allocatedras ca-

Exponential averaging can be applied for the load fact@gcityto clear excess queues, and determines the effectiveness
z using the formula:z = [exponential average of input©fthe queue control policy inreacting to transient queues. When
rate){ f(Q) x (exponential average of available capacity)the aggregate input rate is equal to the available capacity (i.e.,

where the exponential average of input rate or available cabalanced load), QDLF also determines the minimum value of
pacity (denoted as) is calculated as = «x 4 (1 — o)z. Our theload factor. The range of determines the range of possible

simulations indicate that am value of 0.8 is sufficient given a feedback values or the maximum possible oscillations in feed-

base averaging interval choice in the range [5 ms, 20 ms]. Thigck (a stability concern). We have found that a QDLF choice
o value gives significant weight to the latest sample of inp@f 0.5 balances these conflicting concerns for a wide range of
rate or available capacity. Our simulations use OC-3 bottleneggnfigurations and loads.
links and encompass LAN/WAN/satellite configurations with The parameters andb, in conjunction with7'0, determine
significant variation in demand and available capacity [10]. the slope of the rectangular hyperbolas. The steeper the slope,
Averaging the number of active VC'#y, is performed in a the more sensitive the scheme is to small variations in queue
different manner. The problem is that when not even one celllength. Further larger difference in the slopes of the two hyper-
an “active” VC is seen in the base averaging interval, it woul@olas accentuates the effect of the discontinuity @) at Q0
be counted as inactive. This error would result in an increasel@fding to larger oscillations arour@@o in the steady state (if
FairShare, which is theinimumallocation given to VC'’s, and one exists and is reached). Sincandb affect these slopes, the
could lead to instability (manifested as unbounded queues). Thiwice must be made considering these issues as well.
problem can be simply addressed by using a separate interval fof0 be consistent with the steady-state queue fluctuation
measuringV and set this interval tmax { RZ’Z", 1/(minimum heuristic for choosing’0, the ideal choice fob is 1, which
rate allocation)} of any VC. Since this is not possible, we aggliminates theb-hyperbola. In practice, a value between [1,
proximate it though this procedure. We first define the “activity.05] can be chosen where a larger valuebohllows the
level” of a VC as a real number between 0 and 1. The activigieady-state queueing delay to be closer to the target, at the risk
level is initialized to 1 whenever any cell from the VC is seeff incurring steady-state oscillations. For the parameteve
and decayed by a multiplicative paramebercayFactoiin each have found that a value in the range [1.10, 1.25] sufficiently
successive interval in which a VC is inactive. At the end of eadfifferentiates the ERICA queue control function from simple
interval, the sum of all activity levels would give the valueléf step or linear functions. Larger values @imake the function
(which is now a real number). SettiidecayFactorto a value closer to a step function with the possibility of larger queue
sufficiently close to unity would ensure that the error in estpscillations, and smaller values make the function closer to a
mation due to the exponential decay would be small. We haligear function with a small slope, which limits the speed of
observed that a value 8fecayFactoiin the range [0.9, 0.95] is response to transient queues.
sufficient given our base averaging interval choice in the range

[5 ms, 20 ms]. C. The Max—Min Fairness Parametér

The max—min fairness parametedefines the steady-state
B. Queue Control Parameters operating region toward which ERICA attempts to drive the
system. Specifically, in ERICA, we consider the system be

Recall that the queue control functigii@?) used in ERICA max—min fair when the load facteris in the rangg1, 1 + ¢]
(Section IV-C) is one of several possible functions [29], and hasd all allocations are equal. We use this weaker definition of
four parameterst’0, QDLF, a, andb. The parameter0, which max—min fairness because converging:te- 1 exactly is not
specifies the target queueing delay, is affected by several otgaaranteed in ERICA. Further, when> 1+ 6§, we consider the
system parameters such as the available buffer size, the bottlestem allocations to be “infeasible” (i.e., we estimate average
neck link speed, and the maximum round trip time (or the bakmad to be larger than average capacity that is unsustainable)
averaging interval length). 0 also affects the decrease functiori7], [23], and therefore not max—min fair. When< 1 + 6, the
component off(Q)) in conjunction with the parametessand allocations cannot be max—min fair by definition [7].
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TABLE |
PARAMETER VALUES
Parameter Value  Suggested Range Pixrrrgi)os;w“
) 0.1 (0, 0.5] Max-min fairness
T0 1.5ms [0.5 ms, 2 ms] Queue control
a 1.15 [1.10, 1.25] Queue control
b 1 [1, 1.05] Queue control
QDLF 0.5 0.5 Queue control
Averaging Interval 5 ms [5 ms, 20 ms] Measurement of metrics
DecayFactor 0.9 [0.9, 0.95] Long-term averaging of number of active VCs
a 0.8 [0.7, 0.9] Long-term averaging of input rate and capacity
b E@ o RO HR)  AG) €O GO) The following are the expected rate allocations as per the
A T T T T I max—min fairness criterion. Note that the link bandwidth is ad-
4D 2D D D D D 20) justed by 48/53 to get an expected application throughput:
_LSWI__Isw2|__|SW3|__ISW4|__ISW5|__[SW6 ___|SW7| _ vC Fair Share Calculation Fairshare
50 100 50 150 150 50 A 1/4 of 40 = 10 x 48/53 = 9.1 MbpS
I T Mb TMbpsI IMb T TMbp Mbp T Mbps B 1/100f 50 = 5x48/53 =  4.5Mbps
C 1/30f105 = 35 x48/53 = 31.7 Mbps
B(1) D() E(2)| B() A()) F(1) B(1) HQ2) cG3) G(7) D 35 = 35 X 48/53 = 317 Mbps
E 1/20f70 = 35x48/53 = 31.7 Mbps
H_)
Al ] - _ F 10 =  10x48/53 = 9.1 Mbps
Congested link Cong link  Congested link
for 4 VCs for CVCs for B VCs G 1/100f 50 = 5x48/53 =  4.5Mbps
H 1/20f105 = 52.5x48/53 = 47.6 Mbps.

Fig. 4. The Generic Fairness Configuration-2. Note: Entry/exit links of length  Sjmulation results are shown in Fig. 5. Fig. 5(a) shows the al-
D and speed 150 Mbpg? = 1000 km = max ZIT'T" = 130 ms. lowed cellrates (ACR’s) of the sources. Fig. 5(b) shows the queue
lengths at the ports connected to the next switch for the first six
Observe that in the steady state, the minimum drain capacityitches. Fig. 5(c) shows the link utilizations of the links con-
is determined by the relation necting two switches. The optimal allocations are achieved in
0 < § x Target Cap< Available Cap— Target Cap. under 400 ms (under four round trips), and the queues are drained

Rearranging the terms and applying the relationship that ta@@'{hin 800 ms (under seven round trips). During the transient pe-

capacity is at least QDLF x Available Capacity, we have iod, the link utilizations are close to 100% and the queue lengths
are controlled to reasonable values (maximum quea&&000
6 € (0, (1/QDLF) — 1].

A cells, i.e.,<270 ms or two round-trip times at 50-Mbps bottle-
For QDLF of 0.5, this gives us a range of (0, 0.5] forThe peckrate). The steady-state utilizations are close to 100%, and the
upper bound is a weak one sincé &alue of 0.5 would result q,eye lengths are kept close to zero. The minimal oscillations in
in minimal drain capacity and possibly large transient qUeUge steady state are due to the small variation in queueing delays.
(due to the equalization of rates to the maximum allocationyhe initial rate assignment for each source in this simulation was
The value of6 chosen in ERICA is 0.1, which allows sufficientpicked randomly. For reasonable confidence, we repeated this ex-

drain capacity and leaves a nontrivial zone for rate equalizatiggriment with other random values, which gave similar results.
to improve convergence toward max—min fairness.

B. Robustness

For testing the robustness of the scheme, we need a configu-
ration which attacks the weaknesses of the scheme, namely, its

In this section, we present simulations to verify the perfofl€Pendency upon measurements. Variation in load and capacity
mance of ERICA under strenuous conditions not consideredGAuld lead to measurement and feedback errors, resulting in un-
the analytical arguments in Appendix A. Our simulations use &Punded queues or low average utilization. The TCP and VBR
the features of the ERICA algorithm. configuration (refer to Fig. 6) is designed to test this case.

The parameter set used in our simulations is shown in Table |.The configuration simulates capacity variation by using a
higher priority VBR virtual circuit, which carries traffic mul-
tiplexed from fifteen long-range dependent sources [10]. The
traffic generated by this VC (and as a result, the ABR capacity)

We use the popular Generic Fairness Configurationi? highly variable, as shown in Fig. 7(a). The configuration
(GFC-2) to test the utilization, queue lengths and fairnessnulates load variation by using TCP sources carrying infinite
of the scheme. The configuration (illustrated in Fig. 4) h&tp traffic. The load variation is caused by the startup dynamics
multiple bottlenecks and connections with different round-tripf TCP. The TCP slow start protocol begins with small window
times. This configuration was selected by the ATM Forursizes, and the amount of data it sends is limited by the window
traffic management working group as the test configuration size (window-limited), rather than a network-assigned rate.
compare various schemes. As a result, the load offered by an individual TCP connection

VI. PERFORMANCEEVALUATION OF ERICA

A. Max—Min Fairness
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Fig. 5. Simulation results with the GFC-2 configuration: (a) allowed cell rate, (b) bottleneck queue lengths, and (c) bottleneck link utilizations.

D. D P 100 TCP in Section IlI-A). The congestion window and sender sequence
(lf_]’l(:gm)—iu SW1 jumd SW2 - number graphs show that the allocations to contending sources
L VBR — 1 VBR are fair despite the variation in load and capacity.
(Multiplexed
MPEG) VII. CONCLUDING REMARKS

Note: All link rates = 155 Mbps . . . .
In this paper, we have described the design and evaluation

Fig. 6. TCP + VBR configuration. of the ERICA switch algorithm for ATM ABR congestion con-
trol. We presented a simple switch model and explained design
is bursty, i.e., it consists of active and idle periods. As thgoals. The key design goals are max—min fair steady-state op-
TCP window size grows, the active periods become longeration with controlled queueing delays, stability, and robust-
Assuming no packet losses, the TCP source eventually appew®ess to variation in ABR load and capacity. We then presented
to be the same as a persistent source, and its load is controtfeglERICA algorithm, showing how the goals and simplicity re-
by network-assigned rates (rate-limited). The queues build gpirements determine every step in the algorithm.
when both demand variation and capacity variation exist in theThe scheme requires that the switches periodically monitor
system. We use 100 sources and synchronize them such thair load on each link and determine a load factor, the available
the load phases (idle and active periods) of multiple sourcespacity, the queue length, and the number of currently active
coincide to create a worst case scenario. virtual connections. This information is used to calculate a fair
Fig. 7(b)—(d) show ATM level metrics (ACR’s of sources land efficient allocation of the available bandwidth to all con-
50, and 100; queue length at output port of switch 1; link utilizaending sources. The measurement aspects that determine the
tion of bottleneck link), while Fig. 7(e) and (f) show the TCProbustness of the algorithm are treated in depth.
level metrics (congestion windows and sender sequence numA limited analysis of the convergence properties is given in
bers of sources 1, 50, and 100). The graphs show that ERI@Apendix A. In addition, we present simulation results illus-
successfully controls the TCP sources once they become ratating that the scheme meets the desired goals, including good
limited. As a result, the buffer requirement at the bottleneckteady-state behavior (high utilization, controlled queueing
is not a linear function of the number of sources. Though tlilay, max—min fairness), rapid convergence from network
system does not have a steady state (VBR traffic is always varansients, and robustness to load and capacity variations.
able), ERICA controls the maximum and average queues andn conclusion, we note that the promise of explicit rate con-
keeps utilization high (consistent with the priorities assignecbl is higher fidelity control in terms of a number of objectives
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Fig. 7. Simulation results with the 100 TCP and VBR configuration: (a) VBR rate, (b) allowed cell rate (ACR), (c) bottleneck queue length, (djklat#tene
utilization, and (e) TCP send sequence numbers.

(fairness, utilization, queueing delays). But the addition of proassumptions in this argument are unrealistic, but they simplify
ablerobustness as agoal, especially with the uncertainty in a latige analysis considerably. This section should be used only to
number of parameterdimensions (liketime delays, load, capacigt further insights into the engineering decisions taken in the
number of active sources), and extension to multiple bottlenegR|CA algorithm. We have not published an extension of this
cases with independent controllers makes it a nontrivial contiglgument for a multiple-bottleneck system but are exploring it

problem. ERICA represents an engineering tradeoff. under a new effort to cast such nonlinear rate-based algorithms
A A in a control-theoretic framework [24]. The general proof of
PPENDIX convergence, stability, and robustness (under assumptions of

ANALYTICAL ARGUMENT OF CONVERGENCE TOMAX—MIN

EAIRNESS multiple bottlenecks, queueing delay targets and asynchrony)

of rate-based algorithms is currently an open problem studied

In this Appendix, we give a limited analytical argumenPy several researchers [24]-[27].
for the convergence of a single bottleneck node implementingOur modeling assumptions are the following.
ERICA toward max—min fair rate allocations. Some model < There is only one bottleneck node.
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» The “core” ERICA algorithm (defined in Section I1V-B) is
used with two exceptions.

1) We ignore the effect of the queue control function. @
2) We ignore the moderation step [(11)]

IF (ER > FairShare AND CCR < FairShare) z=148 | -
THEN ER = FairShare z=1 @
» Sources are persistent (always have data to send), though I @
some (not all) might be source-bottlenecked at low rates. Load
 Round-trip times of various sources are different (the case Factor (2)
of equal round-trip times is a special case of this).
» The effect of any transient queueing between intervals is Time —

ignored (unrealistic).

» Switch averaging interval is at least the twice the sum &fg. 8. Movement of single bottleneck controlled by ERICA toward max—min
a) the largest RTT of any VC though the bottleneck, and fymess-
the maximum time required to see at least one RM cell of

every active source (maximum inter-RM cell time). Thigyhere the term “Max—Min fair” implies that contending sources
means that measurements are reliable, and transient loggsallocated the highest possiblgualrates, satisfying the con-
caused by asynchrony can be ignored. We call such @#ion on 2.

averaging interval acycle” Closure Properties:

* Load factor(z) > 0, ER < Link Rate, and for any source | emma 0: Given that the maximum rat€’j of any VC is at
CCR < Link Rate. The last condition is satisfied sincenost the target link rate (condition imposed during ATM sig-
ATM signaling ensures that the “peak cell rate” (PCRyaling and connection setup), the overload factor lies between
parameter is never larger than any link rate along the padiaro andv, whereNV is the number of VC's set up (assumed

» Source-bottleneck behavior (if any) does not chang@;tive).
during the convergence period. Trivial based upon the assumptions. O

Notation: Convergence PropertieskFig. 8 shows how ERICA con-
verges to max—min fairness under these model assumptions.

It should be noted that this convergence property is what

motivated the design of the components of the algorithm, based

uponz and FairShare.
Specifically, the load factor{ can fall into one of three zones

(0, 1), [1, 1+ 6], (1 + 6, N]. The goal is to reach the second

zone while ensuring that the rate allocations are equal, i.e., the
Is[tate spac&’. The convergence unfolds in five stages as follows
(ocf which stages 1-4 are shown in the figure):

* Rate of sourcé in cyclej (CCR) isR(%, j).

» MaxAllocPrevious in cyclg is max; R(¢, j).

» The ER for source in cycle j is the same as the rate of
sourcei incyclej + 1, i.e., R(¢, j + 1).

» z; = overload factor measured jith cycle (and used in
(4 + 1)th cycle).

» C: Target ABR capacity of the bottleneck.

» B: Sum of the rates of bottlenecked sources, also equa

bxC,b< 1.
+ N: Number of active sources. Stage 0) Irrespective of the initial rates, each source is given
Definition: A source is said to beatisfiedat a given rate if a chance to reach FairShare (C/N) in one cycle
it is bottlenecked elsewhere and cannot utilize higher rate allo- (Lemma 1).
cations. Stage 1) Assuming stage 0 is the initialization of the algo-
To Prove: That for the system described above, the ERICA rithm, if the bottleneck is in the zone: € (0, 1),
algorithm causes it to converge toward max-min operation in at within O(log V) cycles the system reaches a state
mostO(log N) number of cycles. wherez > 1 (Lemma 2).

Proof: The proof methodology used here was proposed in Stage 2) Once the system is in a state where 1, then
reference [12]. We first prove a setsxfety (closureproperties, the switch remains in such a state> 1, and con-
which show that the system remains within a closed state space verges withinO(log V) cycles to the state where
S. The closed state spaceis z € [1, 1+ ¢] within O(log V) steps. (Lemma 3,

parts A and B).
Stage 3) When the system is the state wheee[1, 1 + §],
the contending sources get an equal rate allocation.
(Lemma 3, part C).
Then we prove a set @onvergence propertiesvhich show Stage 4) The system may now stay in the state[1, 1 +
that the system reaches and remains in a target state §pace, §], in which case max—min fairness is achieved
The target convergence state spdtis (Lemma 3, Part C, Note 1). Alternatively it may
move to a state: € [1 + 6, N], from where in
T: (1 < z <1+ 6) AND Allocations are Max—Min fair O(log N) additional cycles it reaches the state

S:0< z2<N.
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[1, 1+ 6], but now since rate allocations are equathe(j—1)st cycle the overload factor;_; is less tharl /(1+¢),
rate allocations are unchanged and max—min faifer smalle. Now

ness is achieved (Lemma 3, Part C, Note 1, and Rii.i—1
Theorem 1). B+ Y R(i,j) B+ 2(7;1)
The details of the proof are presented below. zj = ZC > : G ’ from (13)
Lemma 1: ERICA takes one cycle to satisfy sources bottle- R(i,j —2) R(4,0)
necked at rates below equal FairShavgy). B+ Z’— B+ Z !
Proof: In every cycle, ERICA allocates at least FairShare T A2 X -l 7 A0 X AL X X 2
="“fs" = C/N to every source. If there exist sources which — C - C
are bottlenecked such that they cannot utilize rate allocations Z R(i,0)
abovefs, the systensatisfiessuch sources in one cycle. This - (1/14 €y
first cycle is called initialization cyclé in what follows. O 2 C

Note 1: During convergence, there is at most one initializ
tion cycle for any configuration.

Note 2: After the VC’s below fs are satisfied, the unused B+ Z R(i,0)

- +e€

alforzj to become greater than 1, it is sufficient that

capacity (if any) will be reflected in the value of the overload (1/1+ )/ >C
factor, z (which is the ratio of the total load and the target ca-
pacity). €.,

Note 3: The following lemmas assume that the initialization
cycle is completed, and that there is at least one “greedy” or J<
“unconstrained” source going through each bottleneck which

can utilize any bandyvidth allocated to it. ] . sinceB andR(i, 0) are constants, and is upper bounded by
Lemma 2:If a switch is underloaded, i.ez < 1, thenin 4 ink capacityj = O(log N) in the worst case.

O(log(V)) cycles, either the system converges to the target statq ote 1: . can also become greater than 1 when
space,l’, or the load factor increases to reach a value greater !

R(i,0)
log; ¢ Z C_B

than unity. B+ max; R(i, j — 1)
Proof: During underload £ < 1), ERICA uses the fol- i
lowing formula to allocate rates: =B+ (N — Nb) xmax; R(i,j—1)>C

whereNb is the number of bottlenecked sources. Here, we have
taken thanax; R(i, j—1)terminthe ERICA step givenin (13)
instead of theR(¢, j — 1)/z;_1 term which is used in the above
proof. This new inequality reduces to:

ER = max(MazAllocPrevious, CCR/z).

Recall that ER =R(%, j), MaxAllocPrevious = Max R(i, j —
1), and CCRz = R(i, j—1)/z;_1 Hence, the ERICA formula
can be rephrased as max; R(i, j — 1) > (C — B)/(N — Nb).

R(i, ) = Max(Max; R(i, j — 1), R(i, j — 1)/z;_1). (13) Observe that t.he right—hand_ side of_ the above inequality is the
target max—min rate allocation, which means thabecomes
Note that MaxAllocPrevious (MaxR(i, j — 1)) is at least greater than unity ione cyclavhenany oneof the rates(i, j—

C/N (equal to the maximum of the allocations in the previou@ is greater than the flnal_max—mln allo<_:at|on. Note that this
cycle) and CCR> is greater than CCR. As a result, the alloca@Ssumes that the moderation step (see list of assumptions) has
tion of every unsatisfied source increases been ignored. o _ -

If all sources are greedy and initially equal, the new load b8mma 3: If a switch is overloaded, i.ez > 1, then the
factor is unity, with all sources equah this case the target’  SWitch remains overloaded, i.e.,> 1, and converges within
is achieved in a single cycle O(log N) cycles to _the deswed_ operating regitn

In the case that source rate allocations are unequal and/or Proof: We SP'” the proof into three parts. .
some sources are satisfied, the behavior of the system is dif- "2/t A: We first prove that the system remains in the re-
ferent. Satisfied sources stay constant and the overload fadtq" # = 1. . .
increases in the next cycle. If all sources are greedy, they get #VIth the system starting a_, > 1, we show that the min-
rate ofC/IV in the first cycle. As a result, the new load factor id™Um value of the new load factor after a cyeleis greater than
at least load/capacity &V x (C/N))/C = 1. In this case, the °F equal to unity. _ i
load factor becomes greater than unity in a single cycle The ERICA code segment used for this proof is

We now show that even if the above special conditions do not | (# < 14 6)ER = max ( MaxAllocPrevious, CCRz)
hold, the load factor becomes greater than unityiflog V) ELSE ER= max(C/N, CCR/)
cycles. Assume that some sources at bottlenecked at rates below ’ e
C/N, and the sum of their rates 8. The remaining sources We argue that the ER value obtained by the assignment state-
get at least the maximum allocation of the previous cycle, i.enent ER =Max( MaxAllocPrevious, CCRY) does not reduce
max; R(¢, j — 1). Starting from an initial load factor ofy, the the load factor below its current value. Recall that MaxAllocPre-
system increases its load factor in every cycle. Assume thatvious= Max; R(¢, j — 1) and CCRz = R(¢, j — 1)/z. Now,
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sincez > 1, MaxAllocPrevious> CCR/z. As a result, this Further, the system moves to the regiort > < 1 + 6 within
term is not going to reduce. Therefore, we simply deal with O(log V) cycles (Lemma 3, part B) and the rates are equalized
the second assignment statement in the ERICA code segmiard single in this region (Lemma 3, part C). The system may

above, i.e., ER= max(C/N, CCR/z).
Split the set of sources into two categories:

1) sources bottlenecked at rates equal to or bé&lgw, which
have a total rate df x C, b > 0;

now remain stable in the regioh < z < 1 + 6, with equal
rates (i.e., max—min fair allocations), or move out of the region
and converge back and remain in this regiotiflog V) cycles

with the rates being equal at every cycle during this convergence

2) sources abov€'/N, with a total rate ofi x C.

The current load factoris;_; = ((b+d) x C)/C = b+
d > 1. If all sources were to divide their rates by ;, the ne

C/N reduce their rates. The new load factob#(d/z;_1). To
complete the proof of part A, note that

zj =b+(d/z-1) =2 (b+d)/z1 =1

O (1]
Part B: In the worst case, the system first reaches the re-
gionl < z < 1+ 6in O(log N) cycles. 2]
If the system is already in regidn< z < 1 + 6, the proof is
trivial. 3

Else, let the initial load factor bg, and the current load factor
be ;. Let B = b x C be the sum of bottlenecked rates at or
below C'/N. The remaining rate®(:, j) > C/N, andz, > “l
146, Yk < j. Atechnigue similar to the one showninLemma2 [5]
can be used to prove that= O(log V), i.e., the system reaches
the operating regioh < z < 1+ 6 in O(log N) cycles. O (el

Part C: The contending sources get an equal rate alloca-
tion in the regionl < » < 1+ 6.

The ERICA allocation in this region (in the; +
1th cycle) is: Max(MaxAllocPrevious, CCR), i.e., [8]
max(max; R(i, j), R(, 7)/z ).

Sincez; > 1, R(i, j)/z; < Max; R(i, j), and the ERICA (g
allocation is simply Max R(¢, j) for all sources. In other
words, the rate allocations to all sources in this region are equal.

Note 1: Observe thatiR(, j)'s were already equal, the load 0]
factor would be unchanged in subsequent cycles, i.e., the system
would remain afl < z < 146, and rates of contending sources
R(i, j) are equalized, leading to max—min fair allocations. That™!
is, the system has reached the statgnd stays in this state until
new input changes occur.

If the ratesR(¢, j) are not equal before thisetjualization
cycle) the new load factor can be greater thia 6. As proved
in part B, the system requires at ma@sflog V) cycles to con-
verge to the state whete < » < 14 6. However note that 14
at every cycle of this aforementioned convergence process, all
rate allocations remain equal since they are scaled by the same
factor ). This implies that the system has reached a state wher[@s]
1 < z < 1+6 AND all rate allocations of unconstrained sources
are equal. But this state is the same as the target state gpace,

Theorem 1: From an arbitrary initial state, the ERICA algo-
rithm brings the system to the target operating redionithin
O(log N) cycles.

An arbitrary initial state can be characterized by a value of thé&”
load factorz between 0 andV (closure, Lemma0). If < 1, we
have shown in Lemma 2 that the system reaches a state where
z > 1within O(log N) cycles. Once > 1, we have shown that [18]
the load factor does not reduce below unity (Lemma 3, part A).

[12]

[13]

[16]

process (Lemma 3, part C, note 1). This final region of stability
is in fact the target state spacg, i.e.,1 < z < 1+ 6, and
w allocations are max—min fair. The maximum number of cycles

load factorz; would be unity. In our case, only sources abovi® converge td" from an arbitrary initial state i©)(log V).

O
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