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Abstract— In this paper, we investigate a specific inter-
domain traffic engineering problem: the outbound load balanc-
ing in a multi-homed Autonomous System (AS). We present an
optimization-based approach for this problemwithout modifying
BGP protocol in any way. In this approach, the load balancing
problem is generalized as a black-box optimization problem. The
Online Simulation system [1], specifically designed for this class of
problems, can be applied to adaptively adjust BGP configuration
to achieve load balancing. This approach is also very flexible in
that other optimization objectives can be used to achieve different
TE objectives easily. The simulation results show that the pro-
posed scheme substantially improves the load balancing or packet
drop probability at the outbound links of a multi-homed AS.

Index Terms— BGP, Load-balancing, Optimization, Online
Simulation, Traffic Engineering

I. I NTRODUCTION

In the current Internet, IP traffic is mapped onto the network
by standard routing protocols, such as, Open Shortest Path First
(OSPF) for intra-domain traffic and Border Gateway Protocol
(BGP) for inter-domain traffic. When routing the traffic, the
routing algorithms used in these protocols normally select the
shortest path without taking into account the traffic conditions
and Quality of Service (QoS) constraints. These routing proto-
cols are often calledtopology-driven. The routing generated by
such algorithms tends to result in a highly uneven mapping of
traffic. Some links may get very congested while the others may
be consistently under-utilized. This phenomenon has been con-
firmed by many traffic measurements[2], [3] where a large vari-
ation in link utilizations is observed across the network. Traffic
Engineering (TE) tries to eliminate this situation by adapting
the network routing according to the prevailing traffic condi-
tions.

Traffic engineering deals with mapping traffic to physical
network topology in order to improve the performance and
use resources efficiently. Inter-domain TE work has focused
on multi-homed Autonomous Systems (AS), in-bound/out-
bound load-balancing between adjacent ASes using BGP at-
tributes (e.g. Multi Exit Discriminator (MED), local_pref ,
as_path , etc.) [4]. Ideally, a good traffic engineering solution
can be obtained by using the knowledge of network-wide traffic
demands. This is feasible in the case of intra-domain traffic en-
gineering since all the routers are under the same administrative
organization. Network-wide or Ingress/Egress monitoring can
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be used to estimate traffic demand statistics. Moreover, control
over all the routers in the network is possible. However, in the
case of inter-domain routing, with different administrative orga-
nizations, the traffic demand statistics are usually kept private
and the control over routers outside the administrative organiza-
tion is almost impossible. Therefore, in the inter-domain case,
the traffic engineering can only be performed locally.

The ASes are increasingly becoming multi-homed [4]. The
outbound traffic of an AS may be routed on any of the multiple
links, depending on the decision made by the inter-AS routing
algorithm, usually BGP. BGP routing decisions are made by
a series of policy filters. Most ASes use the shortest AS path
for most destinations. This may lead to unbalanced load even
amongst the multiple outbound interfaces of an AS. In this pa-
per, we consider the problem of load-balancing outbound traffic
in BGP from the perspective of a single AS. We show that this
is an NP-hard problem. We have formulated this problem as
an optimization problem and propose to use the Online Simula-
tion (OLS) tool to solve this problem. The advantage of using
OLS is that it is very flexible. Using this approach, the service
provider may easily use any other optimization criteria, such as
minimizing the packet loss in the network, to achieve different
traffic engineering goals.

This paper is organized as follows. In Section II we moti-
vate this work. Section III describes the Online Simulation net-
work management tool. The outbound load balancing problem
in BGP environment is described and the optimization-based
approach is presented in Section IV. Section V presents sim-
ulation results and Section VI ends this paper with concluding
remarks.

II. M OTIVATION

The main motivation for this work is the growing interest in
the methods that achieve TE objectives without requiring mod-
ifications to the existing protocols. These methods are based
on the assumption that there exist some parameters in network
protocols such that the performance is sensitive to these param-
eter settings. These protocol parameters can then be tuned to
achieve various TE objectives. For example, current work in the
area of intra-domain TE [5] has focused on optimizing OSPF
link weights for load-balancing. Changing link weights impacts
the routes used by OSPF which in turn results in a different load
offered to the link.

BGP provides only some simple capabilities for TE between
AS neighbors. TheMEDattribute can be used by an AS to in-
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form its neighbor of a preferred connection (among multiple
physical connections) for inbound traffic to a particular address
prefix. Usually it is used by the service providers on the re-
quest of their multi-homed customers. Lately, it is also be-
ing used between the service providers. Thelocal_pref
attribute is used locally within the AS to prefer an outbound
direction for a chosen destination prefix, AS or exit router. Re-
cent work [6] notice that it is possible to automatically tune
the local_pref parameters of “hot-prefixes” to control out-
bound traffic subject to a range of policy constraints. How-
ever, they do not provide any mechanism to do this. The
as_path attribute has also been used to achieve TE objectives.
as_path is “stuffed” or “padded” with additional instances of
the same AS number to increase its length and expect lower
amount of inbound traffic from the neighbor AS to whom it is
announced. However, this may lead to a large overhead if done
too often. Another way used to achieve some TE is to sub-
vert the BGP-CIDR address aggregation process. In particular
an AS may extract more-specifics, or de-aggregate it and re-
advertise the more-specifics to other ASes. The longest-prefix
match rule in IP forwarding will lead to a different route for
the more specific address. However, this is achieved at the ex-
pense of larger number of entries in forwarding tables. This
is an indirect and undesirable way to achieve inbound load-
balancing. One way to avoid subverting CIDR aggregation
(shown in our recent work [7]), in the case of multi-homed
stub AS, is by mapping the inbound load-balancing problem
to an address management problem. Alternatively, AS neigh-
bors may agree on BGP community attributes [8] (that are not
re-advertised) to specify traffic engineering. We notice that in-
bound load-balancing is considerably complex and requires re-
advertisements or support from neighboring ASes. However,
outbound load-balancing is simpler, and can be achieved by im-
pacting local policy changes.

III. O NLINE SIMULATION (OLS) NETWORK

MANAGEMENT TOOL

We have developed a general network management tool
which relies on the assumption that network protocols have pa-
rameters that impact the performance and a good parameter set-
ting depends on the network traffic and topology. However, due
to the complex nature of interactions between the parameter set-
ting and the performance measure, it is rarely possible to find
optimal parameter settingsanalytically. The Online Simula-
tion [1] formulates the performance improvement as ablack-
box optimization problem and uses simulation to evaluate the
objective function (also referred to as the performance metric).
The network is considered as a black-box with the parameters
as its input and the performance metric as its output. The ad-
vantage of this approach is that it makes the OLS a veryflexible
system whose use isnot restricted in one specific protocol or
one performance objective.

Figure 1 shows the functional block diagram of the (OLS)
scheme and its interaction with the network. In the context
of network optimization, a highly efficient search algorithm is
needed to find “good” OSPF link weight setting since the net-
work is a dynamic system and network conditions may change

significantly from time to time. Furthermore the search algo-
rithm should bescalable to high-dimensional problemssince
there may be hundreds of parameters in a network. Another is-
sue that needs to be considered is that network simulation only
provides an approximate estimation of network performance.
This means that the objective function is superimposed with
small random noises due to inaccuracies in network modelling,
simulation, etc. To address these issues, we have developed a
Recursive Random Search (RRS) scheme that is fast, scalable
to high-dimensional problems and robust to noise in the objec-
tive function. The RRS is based on the high-efficiency feature
of random sampling in initial steps and uses a recursive shrink
and re-align procedure to search a high-dimensional parameter
space for optima. The reader may refer the technical report [9]
for details and performance study of RRS.
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Fig. 1. On-line simulation framework for optimization of network protocols

In our previous work, we have used OLS for minimizing
packet loss in an OSPF network by optimizing link weights [10]
and adaptive tuning of RED [11]. In this paper, we consider the
load balancing problem in BGP environment. In this paper, we
consider a specific load balancing problem, the outbound load
balancing problem of a single AS. We solve this problem using
the OLS scheme.

IV. OUTBOUND LOAD BALANCING IN BGP

The BGP attributelocal_pref holds the highest prior-
ity in the policy filter hierarchy, i.e. the BGP will choose the
path with highestlocal_pref over any other policy attribute.
Therefore, if we know the desired routing to meet the traffic en-
gineering objective, we can use thelocal_pref to over-ride
the default routing. Based on this idea, we propose a load bal-
ancing scheme that calculates the ideal routing based on cur-
rent traffic conditions and deploys the preferred routing using
the local_pref attribute. In the following sub-sections, we
describe the details of this scheme.

A. Traffic Demands

Given a certain outbound traffic demand, load balancing aims
to split this traffic demand and distribute them evenly among
different links. Usually, the traffic demand is composed of a
number of traffic flows. In the finest granularity, a traffic flow is
determined by the source and destination IP addresses and port
numbers. In a coarse granularity, a traffic flow can be identified
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by the source and destination AS-pair. Internet measurements
have shown that the traffic aggregate based on destination pre-
fixes is suitable for load balancing [2]. The destination pre-
fixes are relatively stable through the day and on per-hour time
scales. We have used this granularity for defining a flow in our
load balancing scheme. In other words, the traffic demand is
split based on the per destination-prefix level of flows. One may
use many passive measurement methods, such as monitoring
SNMP management information base (MIBs), packet-sampling
etc., to obtain the traffic demand statistics [12].

A typical BGP routing table consists of thousands of en-
tries for various destination prefixes. It will be very complex
and undesirable to work with such a large number of traffic
flows. Many measurements [2], [3] have demonstrated that the
Internet traffic exhibits the so-called elephant and mice phe-
nomenon. A small number of traffic streams, known asele-
phants, generate a large portion of total traffic whereas a large
number of steams, themice, generate a small portion of total
traffic. Another observation is that the elephant traffic flows
are usually very stable over time. Therefore, elephant flows are
suitable to be re-routed for load-balancing purpose. It has been
found that the top 9% of flows between ASes account for 86.7%
of the packets or 90.7% of the bytes transmitted [3]. Therefore,
it is not necessary to consider all the traffic flows in the load
balancing scheme. In this paper, we only attempt to adjust the
routing of approximately top 10% destination prefixes in the
routing table based on their traffic demands, i.e., a few hundred
of flows 1.

B. Optimal Routing Calculation for Load Balancing

In addition to traffic demands, network topology should also
be known to calculate optimal routing for traffic engineering
objectives. In the case of outbound load balancing, only the
number of outbound links and their bandwidths need to be
known. Given the knowledge of traffic demand and outbound
link information, the optimal routing for load balancing can be
calculated.

Let m be the number of outbound links in the AS under con-
sideration. Letli andci, i = 1 . . . m denote respectively theith

outbound link of the AS under consideration and its capacity (or
bandwidth). All the outbound traffic of this AS will be routed
on these links. Ifsi, i = 1 . . . m denotes the share of output
traffic on ith link (or the total traffic carried by theith link),
then the utilization of linkli is given bysi/ci. The objective
of load balancing is to minimize the maximum link utilization
among all the outbound links, i.e.,

minimize max
i=1...m

si

ci
(1)

Let n denote the number of selected destination prefixes and
dj , j = 1 . . . n, denote the average offered load for these des-
tinations. Our load balancing scheme attempts to adjust the
routing of thesen prefixes in order to minimize the objective
function in Equation (1). LetDi denote the subset of then

1The fraction of optimized destination prefixes can be kept fixed or increased
in the event of increase in routing tables. In future, a smaller fraction of desti-
nation prefixes may be used if 10% gives a very large number.

prefixes that are routed on linkli under adjusted routing. Iffi

denotes the load on linkli generated by the other 90% traffic
flows, which is sent on this link by the default BGP routing,
then Equation (1) becomes

minimizeΦ = max
i=1...m

(
∑

j∈Di

dj

ci
) +

fi

ci
(2)

where, the first term represents the percentage load due to the
selected 10% flows and the second term represents the percent-
age load generated by the other 90% flows on linkli. This prob-
lem can also be written as the following integer programming
problem.

minimize t (3)

subject to
n∑

j=1

xij
dj

ci
+

fi

ci
≤ t, i = 1 . . . m

m∑

i=1

xij = 1, j = 1 . . . n

xij ∈ {0, 1}, i = 1 . . . m, j = 1 . . . n

wherexij is a binary number andxij = 1 means flowdj is out-
put on link li, otherwisexij = 0. Note that traffic flowdj may
not have all outbound links as its alternative paths. One can
assume an arbitrarily largedj/ci for those links. The problem
represented by Equation (3) is actually a classical task schedul-
ing problem with unrelated parallel machines [13], where a
number of tasks with different sizes are assigned to a set of
parallel machines. The processing time of each task is differ-
ent on different machines and the objective there is to minimize
the completion time of all tasks by carefully distributing these
tasks onto the parallel machines. This problem is NP-hard and
approximation algorithms can be used to obtain approximate
solutions. For example, in [14] a linear programming technique
is first used to obtain a basic solution where there are at most
m− 1 non-integralxij . Then for these non-integralxij , an ex-
haustive enumeration is performed to find the optimal schedul-
ing. Combining the solutions of these two steps can produce an
approximate solution with a upper bound of2t∗, wheret∗ de-
notes the value oft produced by the optimal solution. The time
complexity of this method is exponential in the value ofm.

Our approach to the problem represented by Equation (2) is
to generalize it as an black-box optimization problem and use a
general optimization algorithm, such as genetic algorithm and
simulated annealing, to search for the near-optimal solutions.
The optimization algorithms have been used for other practical
problems and are very effective to deliver near-optimal solu-
tions [5], [15].

The advantage of our approach is that flexible optimization
objectives can be used without modifying the underlying op-
timization scheme. In the case of outbound inter-domain TE,
we can also minimize the average packet loss instead of max-
imum link utilization in Equation (1). Using our approach,
it is also possible to optimize for multiple objectives by for-
mulating appropriate objective functions and combining these
objectives using multi-objective optimization techniques. Con-
sider the case when, in addition to load-balancing, the service
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provider also prefers to use the shortest paths. It is possible to
formulate a multi-objective optimization problem and obtain a
solution, using OLS, that meets both load-balancing and short-
est path criteria.

We have developed a fast, scalable Recursive Random Search
(RRS) algorithm that is used by OLS to find a good solution
to the load-balancing problem (Equation (2)). RRS has been
specifically designed for the requirements of adaptive network-
ing optimization problems, where the efficiency is very impor-
tant, i.e. finding a good result within a short time is more impor-
tant than finding an optimal solution in a very long time. This
is different from most of existing optimization algorithms, such
as genetic algorithm and simulated annealing, which give more
importance to full optimization. The RRS algorithm has been
demonstrated to perform very efficiently for engineering prob-
lems where high-dimensional and noisy objective functions are
quite common. RRS has been shown to be significantly faster
than other local search algorithms with a high probability. An-
other unique advantage of RRS is to be able to automatically
exclude negligible parameters from the optimization process.
The reader may refer to [9] for the details and performance re-
sults of RRS.

C. The Scheme

The complete procedure can be summarized as follows:

Step 1 Extract top 10% destination prefixes, with traffic de-
mandsdj , j = 1 . . . n, from the routing table;

Step 2 Calculatedj/ci and fi/ci, i = 1 . . .m, j = 1 . . . n
according to the traffic demand for each prefix and the
capacity of each outbound link.

Step 3 Each destination prefix may be reachable by all or some
of the outbound links. This information can be obtained
from Adj-RIBs-In at a BGP router. Assign a very large
value ofdj/ci for the infeasible routes, so the solution
(minimization) will not result in an infeasible solution.

Step 4 Measure or compute the value ofΦ for default routing
using Equation (2) denoted byΦ0.

Step 5 Run RRS till a stopping criteria is reached. A stopping
criteria can be a limit on time, number of iterations etc..
Let Φ∗, r∗ denote the value of objective function and cor-
responding routing at the end of optimization.

Step 6 If |Φ0−Φ∗
Φ0 | ≥ ∆, where∆ is the threshold, deployr∗ by

setting a highlocal_pref of desired links for appro-
priate destination prefixes.

Network conditions keep changing and traffic demands also
vary from time to time. Whenever it is found that previous load
balancing is deteriorated by these changes, the above procedure
can be repeated with new traffic demands to achieve new load
balancing. In this way, adaptive load balancing can be accom-
plished. Network conditions can be directly monitored to detect
significant changes and start the optimization process accord-
ingly. The maximum link utilization can also be monitored and
when it increases beyond a certain level, the optimization can
be performed. This adaptive BGP load balancing procedure is
implemented in the on-line simulation framework.

V. SIMULATION RESULTS

In this section, we present the simulation results for the opti-
mization scheme described in this paper. We have used two op-
timization objectives, load-balancing objective given by Equa-
tion (1) and the minimization of packets dropped, to illustrate
our scheme.

A. Optimizing for Load Balancing

In an arbitrary network topology, assume that there are 8 out-
bound links for the concerned AS. These links have normalized
capacities of 100, 100, 100, 100, 45, 45, 45, 12, respectively.
We assume the number of top 10% destination prefixes which
generate most of the traffic is 148, i.e., there are about 1480 pre-
fixes in the routing table. Note this number is chosen somewhat
arbitrarily only for the sake of illustration. In the simulation,
we generate only 148 traffic flows instead of all the traffic flows
since the actual effect of all the other 90% flows on the sim-
ulation is only to reduce the capacity of the links by a certain
amount. Therefore, ignoring these flows will not compromise
the validity of the simulation results in any way. We assign
each destination prefix a certain load such that the total offered
load is the 30% of the total capacity of all the links. In the
beginning of the simulation, the routing of outbound traffic is
decided by the default BGP routing. Then in the simulation,
we apply the proposed load balancing scheme to the network.
The maximum link utilization (given by Equation 1) before and
after optimization is shown is Table I and the link utilizations
of outbound links are compared in Figure 3.

Before optimization After optimization
Max. Link Utilization 91% 35%

TABLE I
MAXIMUM LINK UTILIZATION BEFORE AND AFTER OPTIMIZATION
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Fig. 2. Link utilization of different outbound links before and after optimiza-
tion

Figure 3 shows that the default BGP routing leads to an un-
even distribution of load across the outbound links, for example,
one link is greatly under-utilized with a utilization of 7% while
one other link is approaching full utilization with a utilization
of 0.91%. After optimization with the proposed scheme, the
load distribution become much more even over the outbound
links and the utilization of all the links is very close to the ideal
value, i.e., the average utilization 30%. This simulation demon-
strates that using the proposed optimization approach, the load
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balancing on the outbound links can be effectively achieved.
Note that the optimization result shown in the table is obtained
with an optimization process of only 1500 function evaluations.
In a 450MHz Pentium-class PC, it only takes around 1 minute
to finish the optimization process. Therefore, this optimization
process can be used for on-line tuning of the load balancing
objective.

Fig. 3. Network topology used for simulation results

B. Minimizing Packet Loss

In this section, we present the simulation results by using the
packet loss objective. We have used theSSFNet [16] sim-
ulator to simulate the AS topology shown in Figure 2. This
network consists of 31 ASes, 90 routers and 90 hosts. The
bandwidth of all the links is assumed to be 10Mbps. In the
simulation, the ASes did not have any policies (apart from the
local_pref used to deploy the optimized routing). We op-
timize the performance for the AS 0 (shown in the center of
graph).

During the simulation, the number of packets dropped on the
outbound links is collected and the overall packet drop prob-
ability is calculated by the total packet number arrived on all
outbound links. The optimization objective here is to minimize
the overall packet drop probability. Table II shows the average
packet drop probability before and optimization optimization
and Figure 4 compares the number of packets dropped on each
outbound link. We see that the average packet drop probabil-

Before optimization After optimization
% Packet Drop 41.07% 6.74%

TABLE II
COMPARISON OF AVERAGE PACKET LOSS PROBABILITY AT OUTBOUND

LINKS BEFORE AND AFTER OPTIMIZATION

ity of the original routing is very high because of the uneven
load distribution. After optimization, the average packet drop
probability reduces dramatically since no link is over utilized.

VI. CONCLUSIONS

In this paper, we have demonstrated outbound load balancing
in BGP using Online Simulation. Basically, this approach for-
mulates the load balancing problem in BGP as a black-box opti-
mization problem and uses an optimization algorithm search for
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Fig. 4. Packets dropped on various outbound interfaces before and after opti-
mization

near-optimal solutions. The online simulation scheme, a gen-
eral adaptive network configuration scheme, has been used to
realize the adaptive load balancing in BGP environment. The
simulation results demonstrate substantial improvements after
optimization using the proposed approach.

The OLS optimization approach presented in this paper is
not limited to the objective of load balancing. In fact, one im-
portant advantage of this approach is its flexibility. It can be
easily adapted to achieve other optimization objectives, such
as, minimization of the link packet loss. The flexibility of the
OLS approach is also demonstrated in that it can be applied any
other network protocol besides BGP, as long as the performance
of the protocol is sensitive to its parameter setting. The OLS
scheme has also be successfully used for the adaptive configu-
ration of other network protocols, such as OSPF [10] and RED
[11].
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