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Abstract—1In this paper, we introduce a novel link layer
cooperation technique in noisy wireless networks to improve
overall system throughput and reliability, and to reduce the cost
of retransmission and energy consumption. Under a cluster-based
network design, code combining [2] is used together with FEC
to improve the link layer reliability. This approach is different
from how code combining is used in the conventional hybrid
ARQ, which is in a sequential way. The analytical results and
the simulations show that with the cooperation of nodes in a
clustering network, the link reliability will be greatly improved
with the same power consumption. Equivalently, this can be
viewed as the same link performance with a lower transmission
power and lower interference.

I. INTRODUCTION

In this paper we present a new link layer cooperation
scheme for multi-hop wireless networks and sensor networks
to improve the overall channel quality for each transmit-
ter/receiver pair. For this, we propose to extract diversity
gain out of the redundancy inherently present in all broadcast
network transmission, such as wireless networks, and direct
those gains for chosen receiver nodes. The redundancy in
such systems is present since the signal carried over such a
channel is received (if not necessarily detected) by all nodes
within transmission radius. Thus, in this distributed coopera-
tive paradigm, packets are not relayed from one network node
to the next, but from one cluster of nodes to the next cluster
of nodes, until they reaches the destination.

Cooperation among nodes can be done in different commu-
nication layers. Fig.1 shows cooperation in the physical layer
and in the link layer.

In the physical layer, cooperative nodes share their infor-
mation to improve the channel quality using transmit and/or
receive diversity (Fig.la and 1b). Physical layer cooperation
has been studied recently under the subject name of “coopera-
tive diversity.” In cooperative diversity the transmitting nodes
use the nodes in the neighborhood of the transmitter and the
receiver as relays [7], [8], [3], [9], active scatterers [6], or
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Fig. 1.  Transmitting nodes group into cooperative clusters to relay the
information from the source to the destination. (a) The information source
reaches the first relay cluster. (b) The nodes in the relay cluster share their
information for diversity gain. Then they relay the information to the next
cluster. (¢c) The next cluster has a reliable channel with the destination node,
hence there is no need of physical layer cooperation. A single node can relay
the information to the final destination node.

simply clusters of cooperating nodes [5], [1], to reduce the
adverse effect of multipath fading in the wireless channel.

In this paper we take a different approach and we use
cooperation in the link layer. If the SNR of the received signal
is moderately high, one can avoid physical layer cooperation
to save on the bandwidth used for information sharing and syn-
chronization [5], [1] and instead use the link layer cooperation
to increase the overall throughput of the network. In the link
layer cooperative transmission the cooperating nodes decode
the received packets (instead of the individual bits/symbols
done in the physical layer cooperation) and participate in the
cooperative transmission of the error-free packets. The link
layer cooperation can be implemented in two steps depending
on the quality of the link:

Stage 1: Cluster head decides if cooperation is necessary.
Unlike the node to node cooperative cluster transmission, a
packet is successfully received if at least one node in the
cluster receives the packet without error. The nodes with the
error free packet send their status to the cluster head using
a low bit rate message. The cluster head chooses one of the
nodes with the error free packet to forward that packet to the
next cluster.

Stage 2: Code combining and FEC. If no node receives the
packet successfully, the cooperating nodes can combine their
erroneous packets and use code combining techniques [2] to



reconstruct the packet. FEC can be designed over the entire
frame to facilitate code combining. If the reconstruction is
unsuccessful the master node sends an ARQ to the previous
cluster for the packet retransmission.

The main technique in this paper is the use of the well-
known code combining. In the conventional type I hybrid
ARQ scheme with code combining, the repeated packets are
sent upon each request. This retransmission based method can
be considered a redundancy in time. In our new cooperative
link layer paradigm, retransmission can be greatly reduced
or avoided by making use of the wireless broadcast nature.
In fact, the retransmission is replaced by information sharing
among the nodes in the receiving cluster. In other words, we
use the existing parallel channels between the transmitting
node and the receiving nodes for code combining. This can
be called redundancy in space. This method is well-suited
for interactive real-time communication streams where waiting
for retransmission introduces unacceptable delay and jitter.
However, the cost for the node cooperation is the extra power
and bandwidth used for the intra-cluster communication.

This paper is organized as follows: The performance analy-
sis for the link layer cooperation is given in Section II. In
Section III we present our simulations and results and in
Section IV we give our concluding remarks and we lay out
future work.

II. PERFORMANCE ANALYSIS FOR LINK LAYER
COOPERATION

A. Assumptions

We assume nodes are already clustered using some existing
clustering protocol, and there are enough nodes in one cluster
to cooperate. The packets in each cooperative node will be
sent to the cluster head for code combining. So the number
of repeated packets is identical to the number of cooperative
nodes. Throughout the whole paper, L represents the number
of nodes joining the cooperation. This is equivalent to the
repeated packets in code combining.

In the cooperative cluster, the member nodes will transmit
their received packets to the cluster head if necessary. The
distance between the nodes in the cluster is much smaller
than the distance between the transmitter and the receiver
from different clusters. Therefore, the required intra-cluster
transmission power is much smaller than the power of the
inter-cluster transmission. In general the bit error rate for inter-
cluster channel and intra-cluster channels are different. Let
p1 and pg be the bit error rate for the inter-cluster channel
and intra-cluster channel, respectively. Therefore, a single bit
traveling from the source to the cluster head via a member
node, has the bit error probability equal to p = p; +po —p1po-

B. Code Combining with Convolutional Codes in a Uniform
Channel Condition

Code combing [2] represents a technique for combining L
repeated packets encoded with a code of rate R to obtain
a lower rate, R/L, and thus more powerful, error-correcting
code, capable of allowing more channel errors. One feature of

code combining is that the maximum-likelihood (ML) decoder
will select the codeword m which maximizes the conditional
probability between the received sequence r and the repeated
codeword denoted by v,,. Repeated codewords are transmitted
over BSC channels with bit error rate p; for i = 1,2,---, L.
The decoding function can be written as

L
max {p[r|vm] = H(l — pi)N_dm"p?mi} (D

m /
i=1

where d,,; is the number of bit disagreements for the :th
codeword, and N is the pre-combined codeword length. An
alternate way to write (1) is

L
min E Wi Ao
m
i=1

where weight (reliability factor) w; = log %.

If the cooperating nodes are close (relative to the distance
between the transmitting node and the cluster head) to each
other and close to the cluster head, the signal to noise ratios
for all nodes are almost the same. In this case, the received
packet weights w; used in the code combining technique are
the same for all the cooperative nodes, thus can be ignored.
This scenario is referred as uniform channel condition.

If a block code is used for code combining, the complexity
of the decoder depends greatly on the number of codewords.
Therefore, to reduce the decoding complexity, we want the
codeword length to be small. This will limit the use of block
codes, since block codes are efficient in large blocks. For this
reason, code combining is generally used for convolutional
codes or for short block codes. For the rest of this section we
analyze the performance of the code combining technique for
convolutional codes. We adopt the notation used in [4].

For general convolutional codes with maximum likelihood
decoding (Viterbi algorithm), the bit error probability, Py, that
is, the expected number of information bit errors per decoded
information bit, is used to evaluate the performance of Viterbi
algorithm. This bit error probability can be approximated by
(upper bound):

2)
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where By, .. is the coefficient of X% < in the bit weight'
enumerating function (WEF) B(X), and d ;.. is the minimum
free distance.

In code combining the decoder receives L corrupted copies
of the transmitted packets. A k-input n-output convolutional
code with rate R = k/n with L repeated packets, can be
modelled by a k-input nL-output convolutional code with rate
R/L. The Viterbi decoder for this rate R/L convolutional
code has exactly the same trellis structure as the original
rate R convolutional code. The only difference is how the
metric for each branch of the trellis is calculated. Therefore,

't is unfortunate that we use the term “weight” both for the measure of
the quality of a link (w;) and for the number of ones in a binary sequence

(d or W(-)).



the decoder for the code combiner and the decoder for the
original convolutional code have the same order of complexity.
Furthermore, it is easy to see that the WEF of the R/L rate
convolutional code, By (X), has the following relation with
the WEF of the original code:

Br(X)=B(X") )

Hence the lowest power of X in Bp(X) is Ldjyee, ie.,
dfree(L) = Ldfree’ and

Ldfree
Py(L) = Bay... [2v/p(1 = )]

In this expression, p refers to the transition probability of a
BSC channel.

®)

C. Code Combining with Different Channel Conditions

The assumption made in Section II-B is mainly valid when
code combining is used together with hybrid ARQ, where the
same channel is used for packet retransmission. However, in
a cluster-based cooperation system, the channel condition can
vary significantly among nodes. This is due to the different
path losses caused by the different distances between receiver
nodes and the transmitter. For this reason, the packets received
with higher SNR should have higher weights in the decoder at
the master node. The following part in this section will discuss
the performance analysis of the weighted code combining.
The results depend on the well-known performance bound for
convolutional codes using Viterbi decoding, which is described
in the following fact:

Fact 1: Using the analysis of the maximum-likelihood path
selection on a trellis diagram, the error probability of a convo-
lutional code with optimum decoding can be upper-bounded
using a union bound, by the sum of the error probabilities of
each of the paths. The bit-error probability, that is, the expected
number of information bit errors per decoded information bit,
can be approximated by:

pP, < Z BaP,; (6)
d:dfree

By is the total number of nonzero information bits on all
weight-d paths, divided by the number of information bits &
per unit time (i.e., the coefficient of the weight-d term in the
bit WEF B(X) => 3%, BaX? of the decoder). P; is the
event error probability for the weight-d path. This bound is
tight, because P, is very small. Therefore the union bound is
the dominant part for the whole probability of error. ¢

B, is determined by the encoder. Py has a nice expression
for ordinary Viterbi decoding over a BSC channel. In weighted
code combining, the result for P; is more complicated. We
assume that the decoder is aware of the channel condition for
each cooperative node (this can be achieved by piggybacking
extra bits during intra-cluster transmission process). Using
the channel conditions, the decoder assigns the weight w; =
log % to the i*" repeated packet according to the channel
error rate pi, fori=1,...; L.

A path with weight d would have the weight Ld when the
code combining of order L is used. Let the pseudo codeword
made of bits in these d positions for the correct path be v, the
corresponding pseudo codeword for the incorrect path be v/,
and the received set of packets be r = {ry,---,rp}. r; is the
it received repeated packet. The path metric for r and v is
given by

L
M(r|v) = Zwid(ri,v)7 @)
i=1

where d(x,y) is the Hamming distance between codewords x
and y.

For a weight-Ld path, a first event error will be made if, in
the Ld positions in which the correct and incorrect path differ,
the path metric for the incorrect path is less than that of the
correct path (so the decoder wrongly chooses the incorrect
path). The probability of such event is given by

L L
Zwid(ri,v’) < Zwid(ri,v)] .
i=1 i=1

From the linear property of the convolutional codes, the all-
zero path is always assumed to be the correct path and the non
all-zero path is the incorrect path. Therefore, v consists of d
zeros and v’ consists of d ones. Thus, d(r;,v) = W (r;) and
d(r;,v') =d—W(r;), where W(r) represents the Hamming
weight of the received packet r. So we have

P[M(x|v') < M(x|v)]=P

PM(x|v') < M(x|v)] = P

Zwl(d — QW(I'Z')) < 0]

L d L
=1 i=1

If there is a tie between the metrics of the paths, decoder
will randomly choose one. Let crq = %Zle w;, and S =
Zf:l w;W (r;). Therefore, the probability of decoding error
is given by

P

1
PLd = P[S > CLd} + §P[S = CLd] (8)

S is the weighted sum of L binomial random variables with
different parameter sets (d, p;). We make use of the generating
function to calculate the Probability Mass Function (PMF) of
random variable S:

Gs(z) =

2= "ps(k)F (9)
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The coefficient pgs(k) is the probability of S = k. Therefore,

Prq = Z ps(k) + 1pS(CLd)

5 (10)
k>cra

Thus, based on Fact 1 and (4), we have the following
theorem:



Theorem 1: The upper bound for the bit-error probability
of the distributed code combining method, P, is given by:
Py< Y BuPua (an
d=dfrece

where By is the coefficient of the weight-d term in the bit
WEF B(X) of the original convolutional code, and B4 is
given by (10). ¢

Since p; is small, P, decreases greatly as d increases.
P, is generally dominated by the first several terms of the
summation in (11), or even the first term By, Pa,,... S0
this union bound is tight, and numerical results show the
first several terms of the summation in (11) can be a good
estimation of real P,. There are (d + 1)% terms in the right
hand side of (9). For L < 10, the computation time of Prq is
quite tolerable. Some results will be shown in the simulation
section.

III. SIMULATIONS

In order to evaluate the performance of the cooperative net-
works, a set of random nodes representing the networks nodes
are chosen according to the network topology as follows: the
transmitter and the receiver cluster head are fixed nodes and
are 250 meters apart. The cluster is formed around the cluster
head in a circle with radius of 50 meters. The cooperative
nodes are randomly placed as a uniform distribution inside
the cluster. The topology of the simulated network is shown
in Fig.2.

Fig. 2. Topology of the simulated network

In the following simulations the decoded bit-error rate B, is
calculated using Theorem 1 from section II. Some simulation
parameters are: path loss exponent - 3.5; channel model -
Rayleigh fading; modulation - BPSK.

A. Link Layer Decoding Performance

We use different levels of power for inter-cluster and intra-
cluster transmission because the distance between cluster
nodes and the cluster head are at most 1/5 of the radio distance
for inter-cluster transmission. Let PL represent the difference
between the power used by the cluster nodes and the power
at the sender node, in dB. We consider two cases where
PL=10dB and 20dB, i.e. the cluster nodes use a transmit
power that is 10dB and 20dB less than the sender transmit
power, respectively. This means the SNR level is at least 4.5dB
(1010g(250/50)3-5 — 20 dB = 4.5 dB) higher than the signal
received from the sender. For each power level, the simulation
takes 100 runs and finds the average decoded bit-error rate. A
(2,1,3) convolutional code is used for code combining with

Viterbi decoding at the cluster head. The decoded bit-error
rate P, with weighted code combining at the cluster head is
plotted as a function of L in Fig.3. The SNR is measured
at the receiver, i.e., the cluster head. Therefore the SNR is
proportional to the sender transmission power. Changing PL
from 10dB to 20dB does not change the overall performance
of the code combining technique significantly. The change is
negligible when the sender transmits at a considerably high
power, e.g., in this simulation when SNR=8dB.

We also tried different cluster radii for the simulations. For
PL=20dB, we simulated the cluster radii of 50m and 100m.
The decoded bit-error rate is plotted in Fig.4. A larger cluster
radius leads to a worse decoding performance since some
cluster nodes may be too far from the sender node. However,
it is shown in both Fig.3 and Fig.4 that the decoded bit error
rate decreases sharply when L increases. A system designer
should take this fact into account when deciding about the
maximum number of the cooperation nodes.

B. Energy Consumption

To provide a reliable link performance, a very low bit error
rate is desired. In another round of simulations, a couple of
fixed decoded bit-error rates, 10~7, 10~%, and 105, are set to
be the objectives. The choice of the desired P, mainly depends
on the frame size. For each random topology, the sender power
level is adjusted to achieve the desirable P,. Cluster nodes use
20dB less power than the sender node (PL=20dB). We plot the
required SNR at the cluster head as a function of cluster size
to compare the dB gain of the cooperative code combining
technique, as shown is Fig.5. Note when L = 1 it means
there is no cooperation. So the difference between the SNR of
cooperation and non-cooperation is very similar to the concept
of coding gain.

The cost for the cooperation is the energy consumed at
the cluster nodes. To take this into account, we also plot
the aggregate energy spent in transmitter together with all
the cluster nodes for successfully transmitting one bit. By
successfully transmitting one bit we mean the residual bit
error rate is less than 10~7. The result of the normalized
energy consumption (it takes one unit energy to successfully
transmit one bit without cooperation) is shown in Fig.6. The
simulation result of the energy consumption of a Hybrid ARQ
scheme is included in this plot for comparison. In this case
L represents the average number of repeated packets. For
example, if the transmission power is adjusted as that it takes
averagely 2 transmissions (1 retransmission) to successfully
transmit one bit, then the total energy spent is .09 unit. This
plot shows that the required transmitted energy decreases when
the number of cluster nodes increases. Also cooperative code
combining requires significantly less energy than the Hybrid
ARQ scheme.

The above simulations are just some case studies to illustrate
how cooperation can increase the decoding performance. If
the channel quality is better than the channel used in these
simulations, we may choose a code with a higher rate than 1/2
used in the above examples. In fact, such a low code rate as 1/2
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Fig. 3. Decoded bit-error rate P, vs. number of cooperative nodes L.
PL is the amount of power deduction of the intra-cluster transmission
upon the inter-cluster transmission.
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Fig. 5. SNR vs. number of cooperative nodes L. With a fixed objective
Py, the required SNR decreases with the increase of the cluster size L.

will bring too much overhead in ad hoc networks. Obviously
codes with lower rates have a better performance in terms of
the decoded error rate. Given the desired P, and the channel
condition, we can choose the appropriate operating point
(code rate and cluster size) to meet the needs. A higher rate
convolutional code can be achieved using punctured codes,
which is a simple operation on a lower rate code without
additional complexity. Likewise, the result can be extended
to the case with longer distances between the transmitter and
the receiver, different node density etc. The cluster size may
be adapted to the channel condition and the code rate.

Due to the limited space, we intend to ignore some sec-
ondary considerations in this paper and leave them to our
future publication. These considerations include the contribu-
tion of receptions and idle-listening on the RF channel to the
energy consumption, and contention resolvent at the cluster
head. We regard these issues as secondary because it is well
accepted the energy consumed by reception is much less than
that by transmission, and contention problem can be solved
by intra-cluster transmission MAC, e.g., TDMA or CDMA.

IV. CONCLUSIONS AND FUTURE WORK

In this paper we analyzed the decoding performance of
the cluster-based cooperative networks with a code combining
technique. Simulation results from various aspects show this
cooperation architecture is effective in improving the link
performance and reducing the energy consumption. This result
is promising in that the reduced power requirement leads to
less interference caused by a transmission, thus can improve
the capacity of the wireless networks.

~ decoded bit error rate
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Fig. 4. Decoded bit-error rate P, vs. number of cooperative nodes
L with different cluster radius. Smaller cluster radius has a better
performance.
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Fig. 6. Aggregate energy consumption vs. number of cooperative nodes
or packet repeats L. A decoded bit-error rate P, = 107 is fixed.

The results in this paper are under the consideration of a
single hop network. Yet they are applicable to a multi-hop
network as well. However, more problems will be involved,
such as the effect of interference, MAC design, and so on.
Our future work will look into the detailed cross layer design
of the network, including cooperation-intended cluster-based
routing, medium access issues in the intra-cluster commu-
nications, network performance from all aspects, and more
information theoretic analysis of the coding technique and
network capacity.
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