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Abstract

This paper proposes a framework called "Dynamic capacity contracting" implementable using
the differentiated services architecture in the Internet. A particularly interesting aspect of this
framework is its use in implementing congestion-sensitive pricing. The central idea of congestion-
sensitive pricing is a network that could, based upon congestion monitoring mechanisms, raise
prices and vary contract terms dynamically. We develop a specific congestion-sensitive pricing
scheme in the framework and present a preliminary performance evaluation of its technical and
economic efficiency aspects, and position it relative to prior work by Clark and Varian /Mac-Kie
Mason.
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1. Introduction

Over the past ten years, the Internet has grown rapidly and diffused across a diverse user

population [rai98]. Though technical measures for managing congestion are being developed at a

rapid pace (eg: differentiated services [diffserv], TCP/IP improvements like SACK [tcp-sack],

over-provisioned ISP cores etc), economic measures like responsive pricing have been proposed to

achieve network and economic efficiencies [smart-markets, gupta97, expected-capacity].

 Several schemes have been proposed to price the Internet and its various domains [smart-

markets, expected-capacity, gupta97, kelly98]. However, there has been little experience in

implementing and studying these schemes in the production Internet, though recent studies by Edell

and Variaya [variaya99] are an important first step in that direction.  A major impediment in this

process has been the minimalist "best effort" service model of the IP, which does not provide a

standard mechanism to specify packet forwarding behaviors other than the "best-effort" service. In

other words, the lack of models for implementing pricing schemes using IP has meant that several

of the proposed schemes have remained in the theoretical domain.

However, this scenario has recently changed as the Internet Engineering Task Force (IETF)

has standardized two approaches to support service differentiation. The first approach is called

Integrated Services ("int-serv") [intserv]. In this service framework, a signaling protocol called
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RSVP reserves network resources based on user defined service parameters. The second approach

called Differentiated Services ("diff-serv") [diffserv] is expected to provide scalable service

discrimination without the need for per-flow state signaling at every hop. While the two approaches

can coexist and interoperate, it is expected that the latter approach (diff-serv) will be the choice of

ISPs and backbone internetwork providers. In this paper, we focus on developing a pricing

framework that utilizes the advanced traffic management features offered by the differentiated-

services architecture.

The rest of the paper is structured as follows. First, we summarize the diff-serv architecture

and highlight its traffic management features that are relevant to Internet pricing. Next, we outline

our contribution: a flexible framework for implementing a range of pricing schemes within the

differentiated services architecture. We go on describe a sample pricing scheme in this framework

and its position relative to other pricing proposals in the literature, followed by some simple

performance results to show the potential of this framework.

2. Differentiated Services Architecture and Control Mechanisms

The differentiated services model is shown in Figure 1: there are two types of routers,

interior routers and edge routers. The interior routers need perform only a small set of highly

optimized packet forwarding functions and classify packets based on the IP header field (known as

“per hop behaviors” (PHBs)).

Edge routers, however, participate in signaling, admission control, traffic conditioning and

accounting functions including service level agreement (SLA) negotiation with customers.  The
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Figure 1: The Differentiated Services Architecture



SLA is used as the basis for traffic conditioning (policing, marking, shaping) and accounting the

actual traffic. Specifically, the ingress edge router marks the DS-byte in the IP header (formerly the

IP TOS octet) of incoming packets indicating what per-hop behavior they should get at the interior

routers. When these packets go through the interior routers, they get the per-hop behavior (PHB) as

specified in the DS-byte.

Nichols, Jacobson and Zhang [bandwidth-brokers] proposed a control architecture that

included a bandwidth broker for handling signaling and SLA negotiations between customers and

providers. The bandwidth broker would be an software intermediary that is aware of the policies

concerning the user and liaisons between the user and possibly multiple providers. COPS, a policy-

based architecture is also being proposed for the control and provisioning of differentiated services

networks [cops]. The differentiated services model combined with the proposed signaling/control

schemes allows economic concepts such as "price-based service differentiation" and "contracting"

to be incorporated within IPv4.

Kalyanaraman [kalyanaraman98] proposed a feedback mechanism to monitor congestion at

the edges of the differentiated services network. In this mechanism an interior router, could mark a

single bit in packets during congestion epochs, and the egress edge can use this to monitor

congestion on edge-to-edge paths. In general, edge routers can collaborate to sense and exchange

congestion information about paths, traffic aggregates or domains. Such information can then be

used to apply controls on the flows experiencing congestion, or be incorporated into a pricing

function. We explore the latter alternative in this paper, though work on the former alternative is

also underway.

Based upon the above discussion, we note that the differentiated services model poses the

following constraints on the deployment of pricing schemes:

 First, diff-serv is built around the concept of aggregation, and hence it is important to formulate

service properties which are not destroyed due to the operations of aggregation and de-

aggregation.

Second, the asymmetry between edge routers and interior routers dictates that accounting and

pricing mechanisms must be primarily concentrated near the edge routers with minimal

participation of interior routers.



2. Related pricing proposals

Flat-rate price, the most common mode of payment today for bandwidth services, is

popular for several reasons [flat-pricing]. First, flat rate pricing is efficient when the network is not

congested, since most of the costs for network providers are sunk costs and unless there is

congestion, the marginal cost of forwarding a packet is essentially zero [smart-markets, expected-

capacity]. Second, flat fees are useful for prediction/forecasting for budgeting, require minimal

accounting overhead, and encourage usage. However, flat rate pricing has problems. During

congestion, the marginal cost of forwarding a packet is not zero, and flat pricing does not offer any

(dis)incentive for users to adjust their demand, leading a potential ``tragedy of commons'' [gupta97]

Two prominent proposals to deal with these problems are: 1) to regulate usage by imposing

a fee based upon the amount of data actually sent (called usage-based pricing) and 2) use a fee

based upon the current state of congestion in the network (called congestion-sensitive pricing).

Usage-based pricing has several practical limitations. For example, usage costs are imposed

regardless of whether the network is congested or not, and such schemes would have transaction

costs. Moreover users don’t like a posteriori pricing.

Mac-Kie Mason and Varian [smart-markets] introduced the concept of ``congestion-

sensitive'' pricing in their scheme called ``smart markets.'' The actual price for each packet sent by

an user is determined based upon the current state of network congestion. Users are expected to bid

a price for their packets and packets whose bids exceeded some cutoff amount will be admitted and

the rest are dropped or buffered. The cutoff amount is determined by the condition that the

marginal willingness-to-pay for an additional packet is equal to the marginal congestion costs

imposed by that packet. Congestion-sensitive pricing has also been used in roadways [ibd-1998].

Recently, MacKie-Mason, Murphy and Murphy [mmm97] also argued that closed-loop feedback

about network congestion should be provided to users to allow them to adapt their demand.

Gupta et al [gupta97] proposed a  priority pricing scheme where users' service requests are

placed in priority queues, and an pricing strategy which sets the price for usage proportional to the

average delay costs. Kelly et al  [kelly98] propose a proportionally fair pricing/rate-allocation

scheme using shadow prices. This scheme is motivated by the ATM ABR service and the use of

shadow prices in telephony. Though it has strong fairness characteristics, is hard to deploy on the

differentiated services model in the Internet.



Clark [expected-capacity] argued for direct ways of expressing desired network behavior

(instead of bids and priority pricing). He proposed an “expected capacity” allocation scheme where

users pay a price for a high probability of delivery for a given volume of traffic. If the actual usage

exceeds the expected capacity during periods of congestion, users could experience a delay in the

transmission. Clark et al's work also influenced the evolution of the differentiated services standard.

3. The Dynamic Capacity Contracting Framework

This section describes our framework qualitatively followed by the next section, which

develops a sample scheme in this framework used in performance analysis. Our proposed

framework is similar to the smart-markets proposal in the use of congestion-sensitive pricing, and

the use of a bidding model for receiver-initiated services and uses feedback or exchange of

congestion-information. The key differences are:

a) The use of a contract model  (similar to that suggested by Clark [expected-capacity]) instead of

a bidding model. However we use limited (or short-) term contracts so that we can introduce a

“congestion-sensitive” component into the contract.

b) Avoidance of usage or volume measurements, and a posteriori pricing

c) The use of a congestion index to measure the network state and mechanisms to assure better

performance for users paying congestion-sensitive;

d) The granularity of contracting/accounting/pricing is at a per-user or per-session level and not at

a per-packet level.

We propose a contracting model like that of Clark [expected-capacity]. However, to implement

congestion-sensitive prices, we need the flexibility to change the current price of a contract. Such

change is not possible if all contracts are long-term, and therefore, we propose limited-term or

short-term contracts, which by nature need to be dynamically renegotiated, and hence the name

“dynamic capacity contracting”.

We assume for a given traffic class that the service negotiated in the contract is simply a

function of volume (number of bytes), and the term of the contract (time units):

Service (S) = f(Volume (V) , Term (T))  .... (1)

For shorter contract term-lengths, we simply assume that the user can burst upto the volume

negotiated within the term of the contract. As in Clark's assured service model the provider will



assure that the negotiated traffic will be carried with a high expectation of delivery. In general, the

user may send this traffic to any destination of its choice (i.e. a point-to-anywhere service);

however for this paper, we focus on the case on point-to-point service since the measurement of

congestion information in the latter case is non-trivial.  We make one simplification to Eqn (1) by

assuming that the term parameter  (T) is fixed, i.e. different users cannot choose different term

values. The user now sees a simple service offering: the flexibility to contract a desired volume (V)

in the fixed term (T) at a given price per unit volume (Pv).

3.1 Congestion Index

 Our model extends Clark's concept in that we will have a price per unit volume (Pv) based

upon the service chosen (S), and a congestion-index (z), i.e.,

Price per unit volume (Pv) = g(Service (S) , Congestion-index (z)) .... (2)

The congestion index (z) is a measure of congestion in the path (s) used by the customer’s

contracted traffic. Though we depict it as a single variable in the above equation, in general, it

could be a set of variables. For example, measurements could be used to determine the fraction of

the customer’s contracted traffic sent on particular edge-to-edge paths, which could be used in turn

to weight the per-path congestion index in order to find an overall congestion index. In other words,

the congestion index can be customized on a per-customer basis. In this paper we use a simple per-

path congestion index, and assume that each customer’s contracted traffic is point-to-point to a

single destination.

The use of the congestion-index (z) is inspired in part by work of Mac-kie Mason and

Varian [smart-markets], Gupta et al  [gupta97] and MacKie-Mason, Murphy and Murphy

[mmm97]. Most of these authors calculate the equivalent of a congestion index per-packet and

implement the clearing function (which matches the demand and supply based upon price or

determines the price based upon demand and supply) at every bottleneck. Our model proposes that

the congestion index (z) be used on a per-contract basis which means that it (z) can be determined

without imposing participation requirements from interior routers, which may be bottlenecks.  For

this paper, we use a simple edge-to-edge feedback scheme, which involves some minimal interior

node participation to estimate a congestion index. In future work we will eliminate the need for any



interior node participation in estimating z, and extend this work to cover “point-to-anywhere” type

contracts.

The function g can also be dependent upon some estimate of demand elasticity which can

be measured based upon the user’s choices of contracts. The demand elasticity is the slope of the

curve between projected aggregate demand and price per unit volume. Note that Clark’s model can

be thought of as a special case of our model when the term (T) is infinite, and there is no

dependence upon the congestion-index (z). In other words, the price-per-unit volume is flat for the

contract. Our model does not generalize to Varian’s model even if the contract term length is at a

per-packet level because the congestion-index is collected at a time-scale of round-trip times. Also

we use a contract model whereas theirs is a bidding model.

3.2 Demand curves and User Value Functions

When the user desires premium capacity, it approaches the provider to find out the current

available prices for short-term contracts. The provider returns a table of available contracts and the

price per unit volume (Pv) for each of them. The selection of contracts is then based upon user-

perceived value functions (VF). All these transactions processed via the bandwidth-broker or policy

control architectures [bandwidth-brokers, cops]. The value-function is a generalization of demand

curves, including non-linear budget constraints, i.e., a function of user's long-term budget (B) and

their desired average assured rate (R).

User value function (VF) = h(long-term budget (B), Desired Average Rate (R))

For example, a user would find little value if he/she has a high budget but can never obtain

a desired average rate. This happens with flat-priced best-effort service. Another scenario is when

the user's budget is exhausted and the user still gets far below its desired average assured rate. The

latter scenario could happen because of price-fixing by a provider who has a monopoly, or if the

user has under-budgeted. The monopoly problem could be alleviated by the use of bandwidth

brokers which could access multiple providers leading to a more competitive environment (see

Figure 2, next page). The study of user value functions is an open area which involves user

behaviors, economic systems of competition/oligopoly/monopoly etc. We make some simplistic

assumptions in this paper, but note that initial work in this area has been done by Edell and Variaya

(INDEX project) [variaya99].

Observe that the bandwidth broker, a software intermediary, which is responsible for

negotiating term contracts with providers on behalf of the users, can also maintain user costs to be



within a specified budget - a functionality  that is similar to the Expenditure Controller Interface

suggested by Danielsen & Weiss [danielson97]. We note that the providers can vary their

advertised term prices based upon monitored congestion or time-of-day controls. A negotiated

contract expires automatically after the term is over. This is consistent with the "soft state"

approaches popular in several Internet protocols like DHCP and RSVP [rsvp]. In the future with

Ipv6, the customer could have several alternative short-term contracts (and connectivity to multiple

providers) in operation and on a per-packet basis choose a different provider [huitema98].

4. A Sample Scheme in the Framework

This section develops a simple scheme in the framework, which we also use in our

performance evaluations. The development of schemes supporting a rich variety of contracts based

upon this framework is a topic for future work.

In our scheme, the short-term contracts between a “customer” component and a “provider”

component (at an edge router) are setup using a bandwidth broker. The customer initiates this

process with a request for the table of short-term contracts available at the provider: a "send table"

request.  In response, the provider computes the entries of the table (price per unit volume, Pv) and

returns the table to the customer. In this scheme, we assume a single entry in the table which

specifies Pv for a contract of term length T.  The price, Pv, is based upon a congestion-index (CI)

as indicated in Figure 3. The congestion-index is a real-number between 0 and 1, and we assume a

simple parabolic curve between Pmin and Pmax as congestion-index varies between 0 and 1. In
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Figure 2: The Bandwidth Broker Concept



general, the curve could be based upon some estimate of demand elasticity on a per-customer basis.

Observe that Dave Clark’s expected capacity scheme [expected-capacity] is a special case of this

curve, where the price-per-unit volume is constant relative to the congestion-index.

Pmax

Pv

Pmin
                    0          1

  Congestion Index (CI)

Figure 3: Price-per-unit-volume (Pv) vs Congestion Index (CI)

The customer chooses a desired volume of premium data traffic to be sent in time T based

upon the price per unit volume, Pv,  a demand curve, and its available budget. The demand curve is

a curve between price and corresponding demand (volume): illustrated in Figure 4. We assume a

simple exponential decay curve. An important economic measure is consumer surplus, which is

the area under the demand curve, but above the current price value. Economic efficiency is

achieved when consumer surplus is maximized.

Price (Pv)
Per Unit Volume

       Volume Demanded (Vd)

Figure 4: Demand Curve

Consumer
surplus = area
under the demand
curve above the
price line



Once a desired demand (Vd) is obtained from this demand curve, the customer checks if

this can be paid for with the available budget, B. If not, it just chooses the amount permitted by the

available budget:

If (Budget (B) >
(Volume demanded (Vd)* price per unit volume(Pv)))

then
Volume chosen (V) = Volume demanded (Vd)

else if (Budget (B) > 0)
Then

Volume chosen (V) = (B/Pv)
Else if (Budget (B) == 0)
Then

Volume chosen (V) = 0
Endif
Decrease budget B appropriately

This choice of a volume is then conveyed to the provider, which sets up a leaky bucket

(traffic conditioner) to mark upto V packets in time T as “IN” (high priority) and the rest as “OUT”

(low priority). This step is the same as Clark’s model [expected-capacity].

We also add a simple incentive scheme to Clark’s model: OUT packets will be dropped at

the edge itself with a probability  = ( 1 – CI).  We immediately note that this incentive scheme is

used to study only the degrees of freedom the framework can provide, since gratuitous loss-based

incentives do not interact well with TCP flows. We are designing a better incentive scheme for

TCP traffic which is based upon shaping the total output rate within bounds based upon congestion

rather than dropping OUT packets. Therefore the performance results in this paper do not consider

transport-layer interactions.

The packets thus conditioned enter the network and proceed through a series of interior

routers in the differentiated services network till they reach the egress edge router (Figure 1).

Similar to Clark’s model, we expect interior routers to provide support for service differentiation by

using a priority drop algorithm proposed by Clark known as RIO (Random Early Drop, with

IN/OUT marking) [expected-capacity]. RIO is a simple extension of the well-known RED drop

algorithm [red], with different parameter sets for IN packets and OUT packets.

The final piece in the scheme is the calculation of the congestion index (CI)  itself. Again,

we propose a preliminary distributed algorithm which requires some simple support from interior

routers and a bit (explicit indication bit) in packet headers. The bits being set aside for



differentiated services (the DS-byte [diffserv]) or ECN [ecn] could be used within the domain for

this purpose. Future work will eliminate these requirements, and will also extend the concept

beyond point-to-point contracts to include point-to-anywhere contracts. The interior routers

participate by helping egress nodes identify the epochs when congestion occurs (called “congestion

epochs”). The egress nodes have an observation interval (sized at the maximum edge-to-edge

round trip time) and send a bit-indication to the corresponding ingress node only if congestion is

detected in the observation interval. The ingress node maintains two intervals: one is the

observation interval (same as the egress), and the other is a “meta-observation” period which spans

multiple observation intervals (typically an order of magnitude more). The congestion index (CI) is

simply the fraction of observation intervals in the meta-observation period where a bit indication

from the egress has been observed.

The interior routers flag congestion epochs using a simple ON/OFF marking technique.

When the queue size is above a given threshold, the explicit indication bit in all packets is set to 1;

and when the queue size is below the threshold, all packets are passed through with the explicit

indication bit unchanged. It is assumed that ingress routers initialize explicit indication bits to zero.

The egress router detects congestion on the edge-to-edge path once per observation interval if it

observes any explicit indication bits set in packets belonging to the edge-to-edge aggregate flow.

Note that edge-to-edge aggregate flows can be identified through periodic exchanges between edge

routers of information regarding unresolved flows (i.e. flows for which an edge-to-edge path is not

known).

5. Performance Analysis

This section presents a preliminary evaluation of the scheme [expected-capacity]. Future

work will also provide detailed modeling and quantitative comparison to Clark’s model and

Varian/Mac-kie Mason’s smart-markets scheme. We use the following simple configuration in our

analysis (Figure 5). It has a single bottleneck and two edge-to-edge aggregate flows corresponding

to two customers. The bandwidth-broker (to negotiate and set up short-term contracts) is

implemented between the customer and its connected ingress edge router. As described above, the

interior router implements RIO, and the ON/OFF marker to support the calculation of the

congestion index (CI). The destination nodes measure the throughput observed (ignoring transport



layer interactions) which is a measure of the “technical efficiency” of the scheme, i.e., its value as

a traffic management technical tool. Measures of  “economic efficiency” include the consumer

surplus (described in section 4), the amount of money made by the provider,  and the transaction

cost (number of contracts/transactions made). Many of the scheme parameters (such as the curves

used) are described in section 4. The duration of the short-term contract is equal to the length of the

“meta-observation” period, and is set to 150 ms. The total simulation duration is 1 s which means

that there are six (6) short-term contracts setup during the simulation. The observation intervals at

the ingress and egress are set to 15 ms, which is the maximum edge-to-edge round-trip time. The

bottleneck rate is 1 Mbps. Budget and money made by the provider are expressed in normalized

units and bear a relation to real dollar amounts only in relative terms.

Customer1 Provider1 Destination1

Interior node1    Interior node2

      bottleneck

Customer2 Provider2 Destination 2

Figure 5: Single-bottleneck, 2-flows configuration

We run two experiments: the first where the two customers have an equal budget of 1000 units

each, and the second where the first customer has a budget of 1000 units and the second customer

has a budget of zero units. In the first experiment, we observe that:

- the congestion-sensitive pricing scheme is able to allocate throughputs proportional to prices

paid, and manage congestion (technical efficiency),

- keep the consumer surplus (10000) and money made (1000 units) by the provider high, without

incurring substantial transaction costs (6 transactions): an indicator of improved economic

efficiency.

Experiment 1: Equal budgets of 1000 units each

Customers Budget Avg.Price
Per unit
volume

Transaction
Count for
each
customer

Throughput
Receiver 1

Throughput
Receiver 2

Money
made
By each
provider

Consumer
surplus

Customer1
and 2

1000 218.80 6 483.2Kbps 492.8Kbps 1000 10,000



In the second experiment, we observe that throughputs are again allocated in proportion to

the prices paid. Since the second customer had a zero budget, it does not get any throughput, and

the entire bottleneck capacity is allocated to the first customer. Moreover, observe that the average

price-per-unit-volume advertised to the second customer is higher. This is because it observes more

congestion indications and hence computes a higher average price. If there is no feedback

mechanism and congestion-sensitive pricing, we would not have seen this difference.

Experiment 2: Two customers: budgets of zero units and 1000 units respectively

Customer Budget Avg. Price
per unit
volume

Throughput
at receiver

Money made by
each provider

Consumer
surplus

Customer1 1000 120 976.9Kbps 1000 10,000

Customer2 0 218.80 0Kbps 0 0

5. Summary

We have proposed a "dynamic capacity contracting" framework primarily inspired by the

work of Clark [expected-capacity] and Mac-Kie Mason & Varian [smart-markets], and the

differentiated services architecture [diffserv] which provides a platform for implementation.

Distinguishing features of our work include the idea of “short-term” contracts, congestion-sensitive

pricing, and a pragmatic focus on deployability. We have also proposed a sample scheme in this

framework to illustrate the potential of the framework and show some sample performance results.

We believe that such types of schemes could play a role in transitioning from today's completely

flat-priced system towards a system that includes congestion-sensitive pricing for certain classes of

service. Future work will include detailed comparisons with Clark’s model and the smart market

model, expansion of the concept of congestion-index to point-to-anywhere contracts, and

refinement of the implementation to minimize participation by interior routers.
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