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Abstract—
This paper proposes an edge-to-edge overlay congestion

control architecture for managing traffic aggregates. Mo-
tivated by scalability issues, the core rate-based scheme
breaks up congestion in the intermediate network(s) and
distributes it across overlay edges leading to superior best-
effort performance. Consolidation of bottlenecks at overlay
edges also enables the creation ofpurely edge-basedbetter-
best-effort services, such as an end-to-endlow-loss TCPser-
vice illustrated in the paper. Our overlay architecture is
unique in that it:
a) does not require any support from intermediate network
nodes or end-systems(unlike ATM ABR [ 15], credit-based
schemes [19], bit-based schemes [25], [6] or TCP modifica-
tions [12], [23])
b) operates without requiring loss to detect congestion un-
like unlike TCP Tahoe, Reno, or SACK which use packet
loss to indicate congestion [11], [12],
c) aims tocomplement, not substituteexisting end-to-end con-
gestion control (eg: TCP),
d) enables new edge-based better-best-effort services across
CoS-based or VC-based intermediate network(s),
e) is applicable to controlling any type of L4 traffic (TCP,
non-TCP), and
f) can be deployed on a variety of existing networks (IP,
MPLS, frame-relay, ATM or X.25).

Keywords— Internet congestion avoidance, congestion
control

I. I NTRODUCTION

Despite the explosion of bandwidth in the core of the
Internet, congestion is commonly observed on end-to-end
paths resulting in degraded best-effort service. This is be-
cause congestion continues to exist in key spots such as
access links, aggregation points, tail circuits (to remote
locations), international circuits and peering points. The

1This work is in part funded by DARPA grant F19628-98-C-0057,
NSF grant ANI9806660, and Nortel. This document can be obtained
from http://networks.ecse.rpi.edu/h̃arrisod

degree of flow multiplexing at these bottlenecks is also in-
creasing, leading to a scalability problem recently articu-
lated by Morris [24]. A minimum of 4-8 packets per TCP
flow is required at the bottleneck, combined with a buffer
management strategy that works at small time-scales (in
hardware) and enforces this minimum [21]. Therefore,
even with end-to-end adaptive control, a buffer manage-
ment scheme at a bottleneck scales only up to the num-
ber of flows for which it can effectively enforce this min-
imum allocation. A key contribution of our paper is a
quickly (and incrementally) deployable distributed archi-
tecture which scales performance dramatically beyond this
limit.

More generally, we propose anoverlay congestion-
control architecturewhich transparentlyestablishes con-
trol loops around bottlenecks. We call these control loops
virtual links because schedulers or buffer management al-
gorithms traditionally placed at bottleneck links are moved
to the head of a virtual link. Do not carry the analogy
further. Virtual links are point-to-point but they do not
assume fixed or symmetric paths or fixed capacity. The
virtual links operate through Class-of-Service (CoS, eg:
DiffServ[1]) or Virtual Circuit (VC) networks, and rely
on LSPs (MPLS), VCs (ATM, Frame Relay), or tunnel-
ing (IPSec[17]) to provide high likelihood of single-path
routing. With agreements between ISPs to maintain class-
wise isolation of edge-controlled traffic, virtual links can
span multiple networks between arbitrary points without
requiring upgrades in intermediate networks.

Our core scheme breaks up and distributes the conges-
tion problem into smaller-scale per-loop congestion prob-
lems. Moreover, by moving the congestion problems to the
“edge” of the network, more stateful and protocol-aware
techniques (eg: FRED [21], TCP-friendly dropping [22],
TCP rate-control [16] etc) can be used to further enhance
user-perceived end-to-end service. This paper differs from
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our recent work [8] (Explicit Edge Control (EEC)) which
also proposed edge-to-edge control, but was not a true
overlay architecture. This was because the core EEC
scheme required support from bottlenecks (bit-marking)
to achieve congestion distribution. The core scheme pro-
posed in this paper is called “Implicit Edge Control (IEC)”
to emphasize this difference. In other words, IEC leads to
an architectural as well as a congestion control contribu-
tion.

One of the results of the overlay control architecture is
that bottlenecks along a virtual link are now consolidated
at the virtual link head. Such consolidation enables the cre-
ation ofpurely edge-basedbetter-best-effort services. We
illustrate one such service, the end-to-endlow-loss TCP
service in this paper. Future work will explore the full
edge-based services creation potential of our architecture.

The remainder of this paper is organized as follows.
Section II reviews the basic congestion-control mecha-
nisms shared between EEC and IEC, and relates it to con-
gestion control literature. SectionIII presents the new as-
pects of the Implicit Edge Control scheme. SectionIV
presents selected simulation results including IEC inte-
grated with TCP Rate Control. SectionV discusses incre-
mental deployment into a Class of Service (CoS) network.
We finish the paper with a discussion of future work.

II. CORE CONGESTIONCONTROL CONCEPTS

This section discusses the core and novel congestion
control concepts introduced in EEC and IEC. Though
some of these ideas are introduced in our earlier work[8],
this paper presents a fuller picture of the contribution. Our
scheme assumes the simple FIFO bottleneck model shown
in Figure1. The FIFO queue could correspond to a single
class in a Class-of-Service (CoS) network [1]. While the
capacity allocated to the class could vary due to schedul-
ing, we assume that flows not controlled by our scheme are
isolatedinto a separate class.
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Fig. 1
TRAFFIC CONTROL MODEL

A. Congestion Epoch

The scheme is based upon the simple observation that
at all times, the sum of the output rates of flows pass-
ing through a particular bottleneck (

∑
νi) is less than or

equal to the bottleneck capacityµ (see Figure1). Most im-
portant, this condition holds during periods of congestion
which we call“congestion epochs”. We define congestion
epoch as the period of full utilization incurred when the
mean aggregate load (λ) exceeds capacity(µ).

The EEC scheme [8] detects this state by marking all
departing packets when the instantaneous queue length
exceeds a carefully designed threshold provisioned to be
above queue fluctuations for a single underutilized bottle-
neck. The goal of IEC is to perform congestion epoch
detection without involving the participation of the bottle-
neck. Our concept of the congestion epoch is differentiated
from contemporary work in the following respects:
• The congestion epoch concept is primarily arate-based
concept because our goal is to match aggregate inputrate
to the bottleneck rate. Buffers are used merely to absorb
statistical fluctuations and not considered part of the “ca-
pacity” of the network even if buffer space is unbounded.
This is different from traditional window-based [11], [25]
or credit-based [19] approaches which attempt to match
aggregate window size to the bandwidth-RTT product of
the network where buffers are typically considered part of
the bandwidth-RTT product.
• Since our notion of congestion epoch implies bandwidth
saturation and not buffer saturation,packet loss is not re-
quired in the congestion detection process. Morever, as
described later in this paper, suchcongestion detection is
possible without any participation of the bottlenecklead-
ing to overlay implementation capabilities and deployment
advantages. It is thecombinationof a lossless detection
of congestion and no support requirements from interme-
diate bottlenecks which is unique. Note that our notion of
“lossless” refers only to the detection mechanism. In a real
network the system will still encounter sporadic loss due
to underprovisioned buffers, route updates, and burstiness
introduced by cross-traffic, variable processing delays, or
data link layer effects. End-to-end performance implica-
tions are still profound and will be discussed later in the
paper.

In comparison, schemes based upon the bandwidth-RTT
product paradigm which do not expect bottleneck partic-
ipation have not been very successful in developing loss-
less congestion detection algorithms. For example, end-to-
end delay-based schemes (Eg: see [20], [13]) have proven
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hard to design. This is because the definition of con-
gestion period is intertwined with (possibly unbounded)
buffer size. Unbounded buffer size leads to unbounded
queue lengths and large RTT variability. RTT variability
means that the bandwidth-RTT estimate is prone to vari-
ability, which in turn means that RTT and bandwidth-RTT
estimates are not stable references for congestion detec-
tion. Consequently many schemes use loss-based conges-
tion detection [11].

Congestion avoidance approaches [25] almost in-
evitably require some form of bottleneck participation, ei-
ther for early congestion detection (Eg: RED[7], ECN[?],
Decbit[25]) or for per-flow isolation (Eg: packet-pair
scheme [18]). Credit-based schemes [19] and explicit rate-
based schemes [15], [14] developed for ATM ABR service
represent other types of schemes which can achieve zero-
loss operation but which require complex data-path sup-
port from the bottleneck.

Despite the above advantages, we believe that further
work is necessary to adapt our congestion epoch con-
cept for end-to-end congestion control efforts (eg: ECM
work at IETF [5]) primarily because of partial deployment
concerns. This is because our work still requires class-
based (not per-flow) isolation of traffic aggregates con-
trolled using our congestion epoch concept. Such isola-
tion of traffic aggregates is not a tenable assumption for
general end-to-end implementation. Without such isola-
tion, flows controlled using our concept are beaten down
by TCP flows which use loss-based (late) congestion de-
tection techniques. However, the concept is well-suited
for ISP networks where a class can be set aside for edge-
to-edge controlled traffic aggregates.

B. Edge-to-edge Control Increase/Decrease Policy

This section outlines the edge-to-edge control in-
crease/decrease policy assuming that there exists a method
for congestion epoch detection. Referring again to Fig-
ure1, note that output rates of flows (νi) can be measured
at the receiver (egress edge) and fed back to the sender.
During congestion epochs each sender (ingress edge) im-
poses a rate limitri such thatri ← βνi whereβ < 1. If
each senderconsistentlyconstrains its input rate (λi) such
thatλi ≤ ri during the congestion epoch, the epoch will
eventually terminate.

In other words, the forward path requires mechanisms
to detect congestion epochs and the reverse direction
involves the explicit feedback of the measured output
rates (νi). This positions the implementation require-

ments of our scheme in-between purely implicit conges-
tion detection schemes (eg: TCP [11]) and explicit feed-
back schemes ([25], [6], [15], [19]). Moreover, our
rate increase/decrease policy differs from the well known
additive-increase multiplicative-decrease (AIMD) policy
[2].

We call our increase/decrease policy “AIMD-ER.” The
steady state dynamics are demonstrated in Figure2. In
particular, the multiplicative decrease factor is applied to
the explicitly fed back output rate (“ER”), and not to the
input rate limit as in AIMD. This allows us to choose a
backoff parameter much larger than 0.5 (the backoff used
by TCP) and leads to the rate being held relatively flat (be-
low output rate) during the congestion epoch as shown in
the figure. NETBLT[3] is the only other scheme to the best
of our knowledge that uses a policy similar to AIMD-ER,
i.e., renegotiating input rate based upon egress measure-
ments. However, NETBLT negotiates rates only once per
block transfer and congestion is detected based on rate dif-
ference which is prone to instability when rate differences
are small. In addition to AIMD-ER, the ingress edge in
EEC and IEC implements the following details:
• A rate-based slow start analogous to TCP slow start in
order to come up quickly to a fully-utilized link.
• Each ingress shapes traffic entering the network using
a leaky bucket shaper, to conform to a Linearly Bounded
Arrival Process (LBAP) [4], i.e.:∫ t+τ

t
λi(T )dT ≤ riτ + σ (1)

whereri is theith virtual link’s rate limit andσ is the max-
imum burst size.
• During additive increase, the rate increments byσ

T at the
beginning of each edge-to-edge round-trip time denotedT.
• During congestion, the egress continues to feedback
smoothed output rate measurements once perT until it de-
tects the end of the congestion epoch.

C. Conditions for Low-Loss Behavior

The simple fluid model of EEC in [9] is lossless for
a single bottleneck network with constant-delay loss-
less links with properly provisioned buffers. Using this
model we derived a steady-state maximum queue length of
4Nσ and a slow-start maximum queue length under one
bandwidth-RTT product across a wide range of N. Here
N is the number of active virtual links andσ is the max-
imum burst size. In more realistic networks, burstiness
will accumulate at each hop where variable processing de-
lay or cross traffic is encountered. The resulting transient
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STEADY-STATE DYNAMICS

queue fluctuations may cause loss. In section 4.4 of [9], we
present results for a multiple bottleneck case in which no
steady-state loss occurs with 1 bandwidth-RTT of buffer.
We have never seen loss in a simulation with a buffer pro-
visioned above the maximum of the steady-state and slow-
start bounds plus some headroom for inaccuracy in the
model (typicallyNσ for steady-state or 50

III. I MPLICIT EDGE CONTROL

Implicit Edge Control (IEC) and Explicit Edge Control
(EEC) largely share the same edge system behavior. They
differ in the manner in which each infers the beginning
and ending of congestion epochs. In particular, IEC intro-
duces two new techniques, one for detecting the beginning
of the epoch and one for detecting the end of an epoch.
Thebeginningof a congestion epoch is detected whenever
the virtual link’s contribution (“accumulation”),qi, to the
queue length exceedsσ, the allowed burstiness. Theendof
the congestion epoch is detected when the queuing delay
at the bottleneck is eliminated, i.e., the delay seen by the
egress comes withinε = σ

2νi
of the minimum delay. The

section elaborates on the details behind these techniques.

A. Detection of Congestion Epoch Beginning

Our earlier work EEC [8] detected congestion epochs
by having the bottleneck promiscuously mark packets (and
signal all participating loops) whenever the queue length
exceeds the sum of the allowed burstiness for each loop
(i.e. threshold =Nσ whereN is the number of virtual
links passing through the bottleneck) . In IEC, we aim to
emulate the same behavior but without a marker. Specifi-
cally, the thresholdNσ can be interpreted in two ways: a)
as an accumulation ofσ packets per virtual link, and b) as
a queuing delay ofNσµ . Our edge-based strategy uses the

first interpretation to detect the epoch beginning and the
second interpretation to detect the epoch end.

In particular, if each loop (or virtual link) can track
its contribution (“accumulation”),qi, to the queue length,
then each loop can independently detect congestion when
qi exceedsσ, its allowed burstiness. Recall that each loop
is rate-limited by a leaky bucket shaper which has a bursti-
ness parameter,σ. Also observe that the EEC detection
procedure is similar to the IEC procedure in the follow-
ing sense. That is, when allN virtual links contribute an
accumulation ofσ, the total accumulation isNσ which is
the minimum mark threshold used in the EEC scheme. In
this sense, accumulation is similar to the “credit” concept
in credit-based schemes [19], but we try to estimate it in a
rate-based framework.

The accumulationqi can be calculated using the follow-
ing observation. Assume a sufficiently large intervalτ . If
the average input rate during this periodτ is λi, and the
average output rate isνi, the accumulation caused by this
flow during the periodτ is (λi − νi) × τ . The accumula-
tion measured during this period can be added to a running
estimate of accumulationqi which can then be compared
against the virtual link’s maximum burst size imposed by
its leaky bucket shaper.

The ingress node sends two control packets in each
edge-to-edge round-trip timeT (but no faster than the real
data rate). We choose two control packets/T because in
simulation it minimizes overhead multiplied by the max-
imum steady-state queue length.τ is the interdeparture
time of control packetsat the ingress. In each control
packet, the ingress inserts a timestamp and the measured
average input rate (measured over the lastτ seconds),(λi).
The average output rateνi is measured over the time inter-
val betweenarrivals of consecutive control packets at the
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MEASURING V IRTUAL L INK ’ S CONTRIBUTION TO QUEUE

LENGTH

egress. The egress node now has all three quantities re-
quired to do the computation:(λi − νi)× τ and adds it to
a running estimate of accumulation. The running estimate
of accumulation is also reset at the end of each congestion
epoch to avoid propagation of measurement errors.

B. Detection of Congestion Epoch End

As introduced in the previous section, recall that our de-
tection strategy is based upon emulating EEC concepts.
Specifically, for detecting the end of the congestion epoch,
we need to detect when the bottleneck queue drops below
the EEC thresholdNσ. For this purpose, we interpret the
threshold as an equivalent queuing delay ofNσ

µ . Since the
egress edge does not have access to the estimate of the bot-
tleneck rate divided by N,µ/N , it uses an approximation
instead,νi. Therefore, our goal is to estimate when the
queueing delay drops belowσνi . To allow for estimation
errors, we choose to formulate our condition more weakly,
i.e. detect congestion epoch end when the queueing delay
drops below σ

2νi
. The egress rateνi is an effective approx-

imation ofµ/N because higher-rate virtual links (i.e. with
higherνi) which contribute more to congestion wait for a
longer period before they detect the end of the congestion
epoch.

The next problem in this method is to estimate bottle-
neck queuing delay at the egress edge. For this, we use
estimates of one-way edge-to-edge delay and compare the
current delay estimates (during a congestion epoch) to the
minimum one-way delayseen in the past. If the delay is
within ε = σ

2νi
of the minimum one-way delay, the egress

flags the end of the epoch and stops sending negative feed-
back. We observe that delay is a one-sided distribution,
i.e., delay samples will not drop below persistent delay
such as propagation, transmission, processing, andpersis-
tent queueing delays. Accurate delay samples provide a
reliable upper bound on persistent delay. Thus delay sam-
ples are better for detecting theendrather than the begin-

ning of a congestion epoch.
Unfortunately one-way delay is affected by clock skew

between the ingress and egress clocks. For situations
where hardware cannot reasonably provide low clock
skew, we have a version of IEC that uses round-trip times
rather than one-way delay. Round-trip IEC accordingly
doubles the communication overhead of one-way IEC.

Further, since low delay indicates lack of congestion,
the scheme does not attempt to detect the beginning of a
congestion epoch until a control packet has a delay greater
than ε above the min delay. Note that the clocks do not
need to be synchronized since we are interested only in
delay relative to the minimum delay. Other measurement
and robustness issues (including multiple bottlenecks and
the minor effect of clock skews over such time-scales) are
discussed in our technical report [9]. An important robust-
ness issue concerns packet loss. If the network class does
not have sufficiently provisioned buffers or if available ca-
pacity changes dramatically without corresponding adjust-
ment in buffer allocation, packet losses may occur. As a
fallback procedure, the IEC scheme backs off byνi/2 if
packet loss is detected. Packet loss is detected at the egress
by examining aggregate counts of packets sent (by ingress)
and received (at egress) between control packets.

Observe that we use different methods for detecting
the beginning and end of the epoch. This is because the
delay-based technique has a reliable minimum reference
basis (minimum one-way delay) and the accumulation-
based technique has a reliable maximum reference basis
(maximum per-VL accumulation). Note that it is harder
to formulate a reliable maximum reference basis for the
delay-based scheme and a minimum reference basis for the
accumulation scheme. The former is because of the one-
sided nature of the delay distribution and the latter because
of the accumulation of measurement error. This especially
holds under variable demand and variable capacity condi-
tions. This is why our scheme is not purely delay-based or
purely credit (i.e. accumulation)-based, but a hybrid of the
two approaches.

IV. SIMULATION RESULTS

We have performed several simulations investigating the
performance of IEC in a technical report [9]. For reasons
of space, we report a subset of the simulations in this pa-
per. This section uses simple, but non-trivial simulations to
illustrate the behavior of IEC in the following dimensions:
• Basic dynamics: uses a number of persistent end-to-end
flows (2-100) to show how IEC distributes congestion.
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• TCP scalability: evaluates the dramatic improvement in
end-to-end TCP performance as a result of distribution and
divide-and-conquer of congestion at the edges. We show
that the performance is superior to stateful queue man-
agement schemes applied to the single bottleneck (FRED
[21]). We examine up to 1000 flows in our simulation ex-
amples.
• Edge-based services: illustrates a simple end-to-end
TCP (or L4) service which under specific conditions
achieves zero-loss, zero-timeout and fair capacity sharing.
We use Packeteer’s TCP rate control technology [16] at the
edges to implement a “perfect callback”, i.e., admit TCP
packets into the network only when the network has ca-
pacity to accept it. We stress-test this service by simulat-
ing bottlenecks having less than one packet per-TCP flow.
None of the conventional buffer management schemes can
provide such a service. Such edge-based private network
services could be used as a building block in VPNs.
• Deployment: Shows how a simple class-based network
architecture can be leveraged to implement our overlay
methods. In particular, we show that setting aside a single
class for edge-to-edge controlled aggregates is sufficient.
This allows ISPs to incrementally deploy this technology
on a customer-by-customer basis, without needing to have
a single flag day for upgrades.

The technical report [9] further illustrates the capabili-
ties of IEC:

• To protect well-behaved TCP connections from rogue
sessions (UDP streams or hacked TCP implementations)
which attempt bandwidth-based denial of service attacks.
This can be thought of as a “distributed penalty-box” fol-
lowing the terminology introduced in RED [7].
• To be robust to delay heterogeneity, multiple bottleneck
cases, and variable bottleneck capacity.
• To show equal or better performance compared to EEC.

All simulations usens-2.1b5 . Except where noted
the simulations use the parameters in figure4. As men-
tioned elsewhere, our earlier paper also [8] also develops
analytical steady-state queue length bounds (4Nσ).

We use one bandwidth-RTT product worth of buffer as
recommended in [27]. The choice of data packet size is
chosen to represent the Maximum Transmission Unit for
some arbitrary datalink. Similarly, the maximum burst size
is set to accomodate one MTU. Larger values forσ simply
result in larger queue lengths.β was set empirically as a
tradeoff between utilization and drain time. The system
has been tested with values ofβ as high as 0.99 and as
low as 0.5 with no effect other than the aforementioned

bottleneck buffer size 1 bandwidth-RTT product
ingress buffer size 1 bandwidth-RTT product
data packet size 1000 bytes
max burst,σ 8000 bits
backoff,β 0.98
mark thresholda Nσ

aapplies only to EEC

Fig. 4
SIMULATION PARAMETERS

tradeoff.
The EEC mark threshold requires that we provision for

N active virtual links and allow for one maximum burst to
arrive simultaneously from allN virtual links.

A. Basic Congestion Control Behavior

These simulations demonstrate the basic congestion
control characteristics of EEC and IEC schemes. The pur-
pose of the section is to show that IEC closely emulates
EEC behavior and also demonstrates impressive absolute
performance figures. We use persistent, long-lived (UDP)
flows to overload the bottleneck. The results are shown
in Figure 6. The table shows that the bottleneck queue
length (max and average) in both cases is small because the
queues and congestion have been distributed to the edges.
In particular the maximum bottleneck queue lengths stay
within one σ per virtual link of the analytically-derived
EEC steady-state queue length bound4Nσ presented in
our earlier paper [8]. Here a system is in steady-state when
all virtual links are using AIMD-ER (i.e., not in slow-
start). The other columns in the table show that both IEC
and EEC have similar mean bottleneck queue lengths and
high utilization. Observe that given the critical size of the
buffer, the steady state packet loss rate at the bottleneck is
zero! Moreover, the distribution of rates is fair to within a
standard deviation that is 6% of the mean (i.e., coefficient
of variation< 0.06). Further, these properties hold true
across a wide range (2-100) in the number of virtual links
passing through the bottleneck showing that the method is
scalable.

B. TCP Scalability and Edge-based Services

Recall that edge-to-edge control essentially breaks up
core congestion and moves them to the edges. Given such
behavior, we can place sophisticated control mechanisms
at the edge thus avoiding inflicting such complexity on in-
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Virtuala IEC or EEC Utilization Queue Lengthb Dropsc C.O.V.
Links,N (avg/max pkts) (pkts) Throughputd

2 EEC 98.8% 0.874/6 0 0.0348
2 IEC 99.0% 1.01/9 0 0.0098
10 EEC 98.2% 9.28/32 0 0.0453
10 IEC 99.0% 11.3/39 0 0.0157
100 EEC 95.6% 162.7/416 0 0.0583
100 IEC 98.1% 197.5/461 0 0.0252

aStatistics collected starting at 10 seconds into a 30 second simulation.
bBottleneck queue length. We ignore ingress queue length for now.
cOnly drops in intermediate network during steady state. UDP incurs substantial loss at the edges.
dCoefficient of Variation of Throughput=standard-deviation

mean

Fig. 6
SINGLE 100MBPSBOTTLENECK WITH PERSISTENT(UDP) FLOWS
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Fig. 5
TOPOLOGY USED IN SIMULATIONS OF MANYIEC AND EEC

VIRTUAL LINKS

termediate network nodes, and yet achieving superior per-
formance. We demonstrate this capability by simulating
two stateful buffer management schemes at the edge: a)
a dropping scheme, FRED[21], i.e. (IEC+FRED), and, b)
a rate-control scheme, TCPR (TCP Rate control[16]), i.e.
(IEC+TCPR). As with IEC alone, neither IEC+FRED nor
IEC+TCPR requires upgrading end-systems or intermedi-
ate routers provided intermediate routers support per-class
queueing in order to separate edge-controlled and non-
edge-controlled traffic. The buffer management integra-
tion is done only at the edge.

The IEC+TCPR is an interesting combination because
it implements what is known as a “perfect callback”, i.e.
have sources send packets only when the network has ca-

... ...
...

TCP

reno

sources

...

...

All links are 4ms and all links other than bottleneck are 1Gbps.

ingress egress destinations

100Mbps
50

50

Fig. 7
TOPOLOGY USED IN COMPARINGEDGE MECHANISMS

pacity to accept them. Such a perfect callback leads to
a zero-loss, zero-timeout end-to-end TCP service.In par-
ticular, this perfect callback manifests in two stages: first
IEC pushes the congestion from the core to the edge and
then TCPR pushes the congestion from the edge back to
the source. To accomplish this the edge-to-edge virtual
link ascertains the available capacity at the bottleneck and
provides a (variable) rate-limit to the TCP rate controller
(TCPR). The TCP rate controller [16] then converts the
rate-limit to the appropriate TCP window size and stamps
the window size in the receiver advertised window field in
each acknowledgement heading back to the source. It is
these aspects of TCPR which does not require packet loss
to trigger TCP congestion control [16].

The performance of these options is illustrated in Fig-
ure 8 which has four rows. The first two rows illustrates
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TCP/IP performance when edge-to-edge control is not im-
plemented, but FIFO (first row) or FRED (second row)
is implemented at the bottleneck. The third row shows
IEC+FRED (FRED at the edge) and the fourth row shows
IEC+TCPR (TCPR at the edge). In the last two rows, the
intermediate node implements FIFO. Note that the last two
rows tradeoff an increased ingress edge queue (fourth col-
umn) for total performance in terms of other metrics.

The third row in Figure8 shows that IEC+FRED pro-
vides better best-effort service than the first two rows, i.e.,
FIFO or FRED implemented in the core. A larger end-to-
end delay (58.3 ms vs 39.4 ms) and ingress packet drops
(3508 vs 0) is traded off to achieve superior bottleneck
queuing and TCP service performance (i.e. lower retrans-
missions and timeouts). Notice that utilization (third col-
umn) is not a differentiating metric in these simulations.

The last row in Figure8 shows IEC+TCPR operating
better for nearly every crucial metric. In particular, all
the four latter column entries are zero, i.e., there iszero
packet loss, zero TCP retransmissions and zero TCP time-
outs! This is phenomenal service by any best-effort mea-
sure, especially for TCP which traditionally expects packet
loss to signal congestion. Also note that the average end-
to-end delays (fifth column) which includes transmission
and queueing is 22.6 ms. In other words, the totalaverage
queuing delayat the edge and the core combined is a mere
2.2 ms, i.e. 90% lower than the equivalent value in the
first row (canonical case). As a caveat this IEC+TCPR so-
lution has a limited deployment space because the edges
must have access to the TCP acknowledgement stream.
However, this can be ideally done in a CPE-based VPN
deployment.

In summary, our overlay architecture not only enables
edge-based better-best-effort services, but also simplifies
buffer management requirements at intermediate network
nodes.

C. IEC+TCPR with many TCP connections

Using the same topology shown in figure7, we vary
the number of TCP Reno connections and the number of
ingress edges. In all simulations, the TCP Reno connec-
tions are evenly distributed across the ingress edges. The
results are graphed in Figure9. Note in all of these simula-
tions IEC+TCPR achieves zero loss, zero retranmissions,
and zero retransmission timeoutsin the steady state and
the utilization is near 100%.

As noted in [24], with schemes like FIFO or FRED at
the core, TCP’s fairness begins to degrade significantly

once the number of connections exceeds the number of
packets in the bandwidth-RTT product (> 500). We show
similar degradation for FIFO and FRED cases in our graph
plotting coefficient of variation of goodput1 (figure 9(a)).
This occurs because each TCP connection must have at
least a window size of four packets to survive a packet loss
without incurring a timeout. When this is impossible the
rate of timeouts increases (see figure9(c)).

Since TCP rate control does not rely on loss to control
TCP connections, it avoids incurring timeouts or unfair-
ness by evenly reducing each TCP’s advertised window
size until all TCP connections send with window size 1.
At this point, our implementation of TCP rate control does
not reduce TCP send rate further. This is a modeling lim-
itation of our simulation which is not reflective of Pack-
eteer’s implementation. Thus once the number of flows
increases above the bandwidth-RTT product (> 500), our
implementation of TCP rate control introduces a persis-
tent backlog and the end-to-end delay begins to increase
(see figure9(c)).

As in the previous section, for a saturated bottleneck
and a small number of connections, edge-to-edge control
plus TCP rate control achieves an end-to-end delay that is
comparable or better than FIFO. However as the number
of virtual links increases, so does the delay. This can at
least partially be attributed to increasing bottleneck queue
length as the number of virtual links increases.

V. I NCREMENTAL DEPLOYMENT STRATEGIES

Implementation and deployment flexibility is an impor-
tant concern in modern protocol design. Questions of in-
terest to ISPs and vendors in our work include:
• the applicability domain of the technology,
• the potential for incremental deployment and what tech-
nological aspect drives it.
• the value-proposition for ISP customers

Our overlay architecture is generic, which means that it
can be applied to a variety of underlying networks such as:
IP, ATM, frame relay, MPLS, or X.25. The goal would be
to enable novel edge-based services on top of these net-
works. The list also shows that the technology can fit at
either layer 2 or layer 3 in the protocol hierarchy. The
architecture can also be leveraged to build customized ser-
vices for a wide variety of Layer 4 (L4) and application
traffic types. This allows a potentially large application

1Goodput is the number of useful payload bits transmitted through
the bottleneck per second, i.e., not including retransmitted payload that
has already been received.
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Ingressa Bneck Util- Ingress Queueb Bneck Queuec Avg Ingress Bneck TCP TCP
Type Type ization (avg/max pkts) (avg/max pkts) Delayd Dropse Drops RTXf RTOg

FIFO FIFO 99.99% small/1h 284.1/500 42.8ms 0 3682 3700 0
FIFO FREDi 100.0% small/1h 243.2/266 39.4ms 0 6389 7863 724
IEC+FRED FIFO 99.00% 237.3/267 0.861/8 58.3ms 3508 0 4214 230
IEC+TCPR FIFO 99.06% 14.54/54 0.731/9 22.6ms 0 0 0 0

aStatistics gathered for the last 20 seconds of a 30 second simulation
bMax and mean queue length across both ingress edges
cBottleneck queue length
dAverage end-to-end delay incl. propagation and transmission delays. Propagation delay is 20ms. Transmission delays total

0.4ms
eSum drops from both ingress edges.
fTotal TCP retransmissions
gTotal TCP retransmission timeouts
hIngress is not saturated and does not implement edge control. So we expect low queue lengths
iIn all simulations we use FRED parameters as specified in section 4.5 of [21].

Fig. 8
EDGE MECHANISMS FOR CONTROLLINGTCP: “FREDAT THE EDGE” AND “TCPR AT THE EDGE”

domain from a technological viewpoint. Next we show
that the architecture allows flexibility in terms of deploy-
ment strategies (for ISPs) and implementation options (for
vendors).

Incremental deployment is possible on a customer-by-
customer basis. Assume a set of networks set aside a class
for our architecture. The deployment is then straighfor-
ward with virtual circuit based technologies like MPLS,
ATM, frame-relay etc. In these cases, the new site-to-site
virtual circuits can be mapped to the class set aside, and the
edge-to-edge control can be operated over the VCs. With
connectionless technologies like IP (diff-serv), there arises
the problem of mapping end-to-end (micro-flows) to edge-
to-edge virtual links (or loops). In a VPN deployment that
uses tunneling (IPSec), the mapping is already done for us.
Furthermore, ISPs are unlikely to apply multi-path routing
within a tunnel because of the adverse affects that packet
reordering has on TCP, thus this also satisfies the single-
path requirement.

From an implementation (vendor) perspective, the tech-
nology can be implemented either in the data-plane (i.e.
forwarding path of information flows) or in the control-
plane (i.e. on management servers interfacing to data-
plane components). A data plane solution could be a new
“services box” or an integration of this technology with
“access” or “edge” products. The latter solution avoids
duplication of hardware platforms. The control-plane so-
lution would interface to data-plane components through
command-line interfaces (CLI). The performance and ser-

vice capabilities of this alternative would depend upon the
richness and responsiveness of the CLI.

Regarding the value-proposition, our core technology
addresses the problem of congestion control scalability
and provides a basis for edge-based bandwidth services.
While ISPs have abundant core bandwidth there are still
key niches (access links, aggregation points, tail circuits,
international circuits and peering points) where the con-
gestion problem exist and affect end-user performance.
The goal of this technology is to overlay multiple loops
around these points and move the congestion away to man-
ageable points (edges) as illustrated in the paper. For ex-
ample, congestion at all of the key locations can be cap-
tured by virtual links spanning Customer Premise Equip-
ment (CPE) boxes.

From a services perspective, ISPs still face the prob-
lem of packaging their abundant bandwidth resources into
high-value end-to-end services (SLAs). Current QoS and
services technology (eg: diffserv [1] etc) requires fairly
long development and deployment cycles. Our technology
provides the foundation for edge-based services which can
be deployed and updated rapidly. For example, for bet-
ter best effort and L4 (eg: TCP) services, ISPs need only
set aside a queue at potential bottlenecks. ISPs could then
extend and develop a larger base of services, possibly in-
cluding dynamically contracted services, in the future (eg:
[26]).
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IEC PLUS TCP RATE CONTROL UNDER HEAVY LOADS (10MBPS BOTTLENECK)

A. Validation of the Basic Deployment Approach

This section provides a sample simulation result to vali-
date the deployment approach of requiring class-based in-
termediate network(s) where the edge-to-edge control ar-
chitecture can co-exist with traditional TCP traffic. Fig-
ure 10 show a bottleneck with two classes (queues) ser-
viced by a round robin scheduler. One class is for the
edge-controlled traffic and the other for best effort. In this
simulation our fair scheduler provides 50% of the band-
width to each traffic class.

The results in figure11 demonstrate that the distribu-
tion of capacity between the two classes is reasonably fair
(46.8 Mbps edge-controlled versus 53.2 Mbps non-edge-
controlled). The reason the split is not accurate is be-

50

TCP

...
...

50

TCP

...
...

ingress

100Mbps

All links are 4ms and all links other than bottleneck are 1Gbps.

non-edge-controlled class

sources egress destinations
edge-controlled class

scheduler 

Fig. 10
CLASS OFSERVICE TOPOLOGY
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cause the edge-to-edge control sometimes leads to zero
queues and the capacity is captured by the uncontrolled
class. During such a saturation period, the edge-to-edge
control also backs off based upon measured egress rates.

In other words, the mapping of edge-controlled traf-
fic aggregates on top of a class leads to a slight beat
down of the capacity allocated to the class. Simulations
show that a 10% change in configuration parameters (53%
vs 47% allocation) compensates for this situation. More
importantly, observe that edge-to-edge controlled TCPs
can co-exist (though isolated class-wise) with non-edge-
to-edge controlled TCPs on a single bottleneck. Moreo-
ever, when compared against the non-edge-controlled traf-
fic, the edge-controlled class obtains97% less excess de-
lay, 98.7% lower coefficient of variation in goodputbe-
tween TCP connections, as well as zero retransmissions
and zero transmission timeouts, i.e., superior best effort
performance.

VI. FUTURE WORK

The edge-to-edge overlay control architecture is more
than congestion control and is the basis for a futureser-
vice platform. Another key contribution of this work is
to achieve these benifits without requiring support from
intermediate network nodes or requiring upgrades to end-
systems. In this paper we have only demonstrated its use-
fulness for providing a better-best-effort service. We in-
tend to broaden the service menu in future work. For ex-
ample, we have initial results which suggest that we can
provision the equivalent of a simple assured service (i.e.
minimum bandwidth assurance) completely edge-based
using this architecture. In the future, schedulers at the
ingress might distribute a virtual link’s capacity according
to application-level policy, or the schedulers might provide
managed delay differentiation for interactive traffic. In
the context of DiffServ, edge-control might inter-operate
with the Assured Forwarding Per-Hop-Behavior [10] by
performing all drop-preference at the ingress edge.

Future research will also have to address issues such as
implementing edge-to-edge control and end-to-end SLAs
across multiple administrative domains. Also, to broaden
the appeal of edge-to-edge control as a traffic management
tool, we might study hierarchies of overlaid virtual links.
We will also investigate issues surrounding end-to-end de-
ployment, though we do not see that as our core focus. Our
current efforts include prototyping this architecture on a
testbed and work with Internet2 on deployment and test-
ing initiatives.
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Fig. 11
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