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Abstract—

Performance of LT-TCP and SACK with Bursty Losses
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As broadband wireless channels become common, the perfor-
mance of TCP over end-to-end paths containing such links is im-
portant. TCP SACK suffers substantially when residual packet
error rates increase beyond a value of about 1% - 5 % (espe-
cially for longer RTTs). Recently we have proposed improvements
to TCP (called LT-TCP) to make TCP loss-tolerant in heavy and
bursty erasure environments. However, real world wireless sys-
tems do not just present bursty random loss patterns to the tras-
port layer. The PHY, MAC and transport layers all respond to
errors, interacting in myriad ways. In this paper we focus on one
underlying source of packet erasure, namely interference in 8021 3 %
environments (from Bluetooth and co-channel interferers), ad 5 S - 5 = P - - s
the resulting interaction between the MAC and transport layer Packet Eror Rafe (%]
mechanisms. We argue that because MAC layer mechanisms can-Fig. 1. ~ Comparative Performance of LT-TCP vs TCP-SACK with syir
not fully mitigate the interference problem and tend to interpret Losses (Gilbert Model, 10Mb/s Capacity, 10 flows, 1000s riug of 6 runs).
interference as noise, they should not aggressively respond with
techniques like rate-adaptation. Such aggressive responsesdda
poor scheduling performance at the MAC layer (e.g., well-known
unfairness and capture effects) and limit mitigation opportunities Degradation of SACK Performance with PER
at the transport layer. While LT-TCP still performs better than T T
TCP SACK under such conditions, reconfiguration of MAC layer
mitigation options and increased buffering leads to significantly
improved end-to-end performance.

ol

Goodput

8
7
6
5
alb
3
2
1
0

RTT: 6ms —+—
RTT: 24ms
RTT: 104ms e

I. INTRODUCTION

The rapid deployment of broadband wireless systems such as
802.11 Wireless LANs (WLANSs), 802.16 wireless broadband L, ]
and neighborhood area wireless networks raises expewatio o e———
of high end-to-end performance. Packet Effor Rate(%)

However, TCP performance is known to degrade on wirelegsg. 2. TCP-SACK Degradation with Increased Erasure RateRIFT (Uni-
links due to packet corruption being misinterpreted as eeng form Loss Probabilities, 10 Mb/s Capacity, 1 flow)
tion losses. Figures 1 and 2 show that the degradation is par-
ticularly worse with increase in loss rates, burstinesos$és
and round trip times (RTTs). We have recently proposed im-
provements in TCP, called LT-TCP [14], to support high loss
tolerance. Figures 1 and 3 show that LT-TCP does not suf-
fer such rapid degradation. The drop in performance is more
graceful due to its resilience at higher error rates, andaed
sensitivity to RTT and burstiness effects.

In this paper we dig deeper into the sources of residual era-
sures in networks with 802.11-based access links or last hop
links. In multi-user enterprise/campus LAN environmergs,
dominant source of erasures is interference (and not channe
impairments or noise). Though the purpose of the 802.11 MAC 0 O backat Eror Féoate(%) w %
layer is to coordinate multiple user access, it cannot ekitg
interference. We therefore considersidual interference in Fig- 3. LT-TCP performance with Increased Erasure Rate arid (Rfiiform
ISM open spectrum bands due to nodes operating with a difss Probabilities, 10 Mbls Capacity, 1 flow)
ferent technology (e.g., Bluetooth) or due to asymmetric co
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channel interference in WiFi leading to capture effectg.(e. The persistent ARQ process also leads to increased per-
hidden nodes in WiFi networks). Our focus is on the intepacket MAC-level overheads and increased vulnerabilifuto
action between mechanisms at the 802.11 MAC layer and ttier interference because the preamble of all packets @%by
transport layer in response to such interference-indueelgt and the entire MAC-level acks (48 bytes) for every ARQ at-
corruption. In particular, we ask:Can MAC and transport tempt are sent at 1 Mbps. Since TCP acks also generate multi-
protocols effectively deliver a significant proportion bétraw ple ARQ retries and MAC-level acks, the useful TCP good-put
bit-rate available at the physical layer to the applicationa with 1500 byte segments on a fully utilized 11 Mbps link af-
multi-user environment prone to interference effetts? ter subtracting out all these per-packet MAC-level ovedsda

We show that transport-level erasure mitigation opporturless than 55% if ARQ is done only once (i.e., no interference)
ties can besignificantly limitedby PHY level mechanisms (like The maximum goodput percentage drops rapidly with reduced
slow-rate preamble), and aggressive MAC layer mechanissegment sizes or increased ARQ persistence.
such as rate-adaptation and persistent ARQ. These menisnis While LT-TCP still performs better than TCP SACK under
were originally designed with channel impairments and eoisuch interference-induced multi-layer interactions,ordigu-
in mind. Since interference is indistinguishable from moisration of a few key MAC layer mitigation options leads to dra-
these mechanisms tend to backfire and also severely limg-tramatically improved end-to-end performance.

port layer mitigation mechanisms. In particular, ratefdton In summary, our recommendations include:

mechanisms tend to overreact leading to poor channel gharin, Reconsider aggressive rate-adaptation in 802.11dend

andincreasedvulnerability to interference. facto rate adaptation for MAC level acknowledgements.
Even if rate adaptation were turned off, MAC layer reliabil- ~ Preamble can remain at lower rates for safety even though

ity mechanisms interact negatively with hidden termin&tiin it costs over 3 Mbps.

ference and capture effects. The reasons are as follows: « Consider limit 802.11 ARQ retries to 3 (instead of 7) to

In the years to come, we envision neighborhood areas that limit per-packet overheads.
will be serviced by multiple WLAN systems. These coverage « LT-TCP improvements to TCP-SACK at the transport
areas or cells will be small so that the link quality and capac  layer and ECN at bottleneck queues.
ity is high (from a noise perspective). Moreover, to provide « Use larger buffers and set ECN-triggering thresholds
good performance (despite attenuation from walls, floary et higher to survive capture effects.
cells are designed for the worst case and may be as small ashough it is too late to change 802.11b/g standards, we hope
30 m radius. However, in typical environments this means thiis analysis will inform the debate in 802.11n, WiMax, and
client nodes can associate with multiple APs on the same f[ﬂ;|p WiFi network operators better configure existing equip
quency. This causes a high incidence of hidden node problefgnt in enterprises or hot-spots.
with increased adoption and usage of WiFi. In the worst dase, The rest of the paper is organized as follows. Section Il dis-
causes severe capture effects. The impact of captureff@at cysses the related work. Section IIl provides an overviethef
be mitigated by the use of larger buffers (and ECN thresholdspss-Tolerant TCP scheme. Section IV discusses the models
to absorb the burstiness during capture and use of ARQ pgjr packet corruption considered in this paper and preghets

sistence (drop fewer packets because ARQ attempts to titansglimylation environment and results. Section VI concludhes t
each packet longer). paper.

The RTS/CTS mechanisms which were designed to miti-
gate the hidden node problem are rarely turned on in prac-
tice. The reason for this lies in the fact that the overhead in
curred is high for the amount of data sent (RTS/CTS are sentThe feasibility of transport-layer FEC was initially expéal
at 1 Mbps). These factors together contribute to a poténtiaby Rizzo [12]. Baldatoni et al [10] proposed a version of TCP
largeraw packet error rate. To compensate, WiFi LANs set theith FEC (but without adaptivity) that works with small erro
number of MAC-level ARQ retransmission attempts to 7 wherates. TCP Westwood [13] uses an output rate estimate fer con
RTS/CTS is turned off. gestion control and survives small error rates (under 5 %). K

Link-layer ARQ is known to be helpful in WiFi LANSs: ishnan et al [9] observe that distinguishing congestiosa famm
higher ARQ persistence does decrease residual loss rades enasure loss is not sufficient to get performance gains. -Loss
increase resilience to capture effects. The link-levaidmais- Tolerant TCP (LT-TCP), a scheme proposed by the authors in
sion (assuming reduced rate-adaptation) and propagaties t [14] is designed to make TCP operate undigrh loss regimes
are small enough in LANSs to allow multiple retransmission ain ECN environments [8] by adding adaptive MSS and FEC
tempts. However, the utility of persistent ARQ is affectedin mechanisms.
atively due to delays induced by exponential timer back-off Recent studies have examined the impact of interference in
between successive ARQ retries. Lower latency demandswiyeless LAN environments. Golmie et al study the perfor-
emerging applications like VolP-over-WiFi (a.k.a cel}@ind mance of Bluetooth Access Control Layer in [6] operating in
potential interaction with TCP timers limits the safe numbe close proximity to an 802.11 WLAN system. The probabil-
ARQ retries without triggering negative performance iater ity of collision between a Bluetooth transmission and WLAN
tions. Longer ARQ retries do not help in really long capturgansmission is derived and is found to be significant. Gelmi
periods (e.g., beyond 0.5 s capture) because spuriousutme@t al [5] evaluate the effect of mutual interference on the pe
occur at the TCP level. formance of Bluetooth and IEEE 802.11b systems. The authors

Il. RELATED WORK



report significant packet error rates for WLAN transmissiorngalved (subject to minimum MSS constraints) when the win-
given interference from Bluetooth. dow is halved after response to ECN.

Shellhammer [16] derives the probability of an 802.11 packe Reactive FEC:Since proactive FEC may be underestimated,
error in the presence of interference from Bluetooth. Refee the sender transmitR reactive FEC packets whefe depends
[2] presents a model of the interference that IEEE 802.Xfstra on the currently estimated Loss Rate, the number of Praactiv
missions may experience because of either a Bluetooth icallREC packets sent for this block and the numbehnalsleft to
voice link. The paper also proposes a traffic shaping tecienigbe filled to completely decode this block. The precise reacti
to the Bluetooth flow that can reduce the impact of interfeeen policy is specified in the technical report [17].

Rate adaptation is a technique used by 802.11 a/b/g wire-
less devices to make use of multi-rate capabilities in respo
to SNR degradation and packet erasures. Lacage et al [11] IV. IEEE 802.1B SIMULATION MODEL
and Sadeghi [15] discuss 802.11b’s Auto Rate Fallback (ARF)Among all the flavors of the IEEE 802.11, we choose
and Receiver Based Auto Rate (RBAR) and propose new rag®2.11b DSSS (2.4- 2.475 GHz using 22 MHz bandwidth). The
adaptation mechanisms. TCP level impact was not consider@®¥S/CTS contention avoidance mechanism is turned off. MAC

TCP performance is studied by Fu et al [4] in a stationaligvel ARQ has a persistence of either 3 or 7 (i.e. 2 or 6 re-
multi-hop 802.11 wireless network using IEEE 802.11 chaxies). With the RTS/CTS mechanism turned off, the number of
nels. They show the existence of an optimal TCP window sizgtempts per packet will bBhortRetryLimiwhich has a default
that is tied to the hop count in the multi-hop path. Moreovevalue of 7. Random exponential back-off is used for eacly.retr
since the link-level drop probability is not enough to keep t  The IEEE 802.11b supports four data rates: 1, 2, 5.5, and 11
TCP window tied down to the optimal window size, a link layeMbps and multi-rate operation to combat slow fading. Every
scheme called Link RED is proposed to tune the packet drggacket, ack or MAC level ack (MAC-ack) has a preamble of 24
ping probability to stabilize the TCP window size around thBytes sent at the basic rate 1 Mbps. The implementation and
optimal value. Adaptive pacing at the link layer is propos®d decision basis to change the rate are usually proprietangtn
coordinate channel access. some general heuristics are known [11].

EIRakabawy et al [3] also observe that the ideal TCP window However, the implicit assumption is that lowering the rate
is tied to the hop count. However, instead of making chang@sil decrease the probability of packet error. This is tréie i
on the link-layer, a TCP mechanism called Adaptive Pacingtise causes of packet corruption involve link impairmentsal
proposed that operates at the TCP layer by estimating 4-hagwever, if the cause of packet corruptioringerferencerate
propagation delay and the coefficient of variation of reé€RT  adaptation will not help if the signal strength is high enloulp
samples. fact, lowering the rate will expose the packet to higher prob

In contrast to these works, our proposal considers heaydity of error since the packet is “in the air” for a longemte.
packet erasure rates and multi-layer interactions. Weqs®p In other words, rate adaptation is effective in dealing wpitbp-
revised parameter settings at the MAC layer and a new LT-TGBation losses and not with interference losses. We denatast
proposal at the TCP layer. this effect in the next section.

Ill. L 0SS TOLERANT TCP OVERVIEW A. Cross-System Interference Model: 802.11b with Bluatoot

Loss-Tolerant TCP (LT-TCP) is an enhanced version of TClhterference
SACK with ECN [14]. It uses the following building blocks.
ECN-Only: Congestion response only to ECN, since itis th&

deSZE://\?ir?clj%r\]/\?:_g];go;gtislgggr;nati%-Sgiwﬁ\%lg\?vt\lggrskfsr éc- tooth. Bluetooth headsets for devices such as cellphorees ar
opular and concurrent Bluetooth and WLAN sessions are

tion samples are averaged using an exponential weighted may

. : iKely.
ing average (EWMA) with parameter 0.5. Bluetooth wireless links are short range (0-10 m), medium

data rate (1 Mbps) operating in the 2.4 GHz ISM spectrum [7].
HV1, HV2 and HV3 are three packet formats that are used to
Proactive FEC: The number of FEC packets per windowtransmit 64 Kbps voice over Synchronous Connection-Ogignt

(P) used (i.e., Proactive FEC) is a function of the erasure eff5CO) links. Typically, Bluetooth headsets operate in thes€
mate, i.e.,P = f(E). The TCP maximum segment size (MSSP mode which is designed for communication up to 10 m with
is adjusted to allow one or more FEC packets per window (sgansmission power of 2.5 mW. If the Bluetooth transmiteer i
below). close to the WLAN receiver, it can cause WLAN reception
Adaptive MSS and Granulation: Granulate the congestionbit errors. We adopt a simple Bluetooth interference model:
window to have at leagt packets, subject to limits of a mini- within the duration of a WLAN packet reception, if a Bluetooth
mum and maximum MSSM S S,.;, and M SS,,,.). Further, hop falls into the WLAN channel frequency range, the WLAN
as the window increases (in bytes), the MSS is increasedpacket is corrupted.
steps of M SS_stepsize (200 bytes) provided it does not de- The effect of Bluetooth is modelled through the probability
crease the window granulation. If necessary, MSS is adjustef WLAN packets being corrupted by Bluetooth transmissions
to accommodate the proactive FEC = f(E). MSS is also occurring near the WLAN receiver. We now begin to derive the

Among various wireless technologies which may produce
oss-system interference for 802.11 systems, we choase Bl

E=05xnew;+05xE (1)



WLAN packet corruption probability with a Bluetooth interfe successive transmission failures and vice-versa. Tabkesdl
ence source close by (similar to the approach in Shellhamniishow the performance of the transport protocols undesé¢h
[16] and Golmie [5]). conditions. It is clear that operating at the highest data ra

A typical Bluetooth voice call uses a full-duplex 64 kbpss optimaleven in the presence of large error ratsifice the
channel. The probability of a Bluetooth packet being on packet is exposed to interference for a shorter duratione Th
WLAN channel is dependent on the Bluetooth frame formagsults show that operating at 11Mbps enables us to obtain a
used. We assume that pure SCO packets (as opposed toMxC-level throughput that is close to the maximum obtain-
brid DV (Data-Voice) packets) are used to carry the packdtizable. At lower data rates, repeated packet losses leaddoiats
voice data. For two-way traffic, the three formats HV1, HV2psses that lead to timeouts at the TCP level. This limitgltve
and HV3 occupy 12, 6 and 4 out of every 12 slots respectivedy data and performance drops drastically. This effect isemo
giving slot utilization factors\ of thus 1.0, 0.5 or 0.3 respec-pronounced for HV1 interference.
tively.

The following notations are employed. |

Single-source (HV3) | LT-TCP I SACK |
| PARAMETER | WithoutRA | With RA__|| WithoutRA | WithRA |
| Parameter Meaning | TCP Good-put (Mbps) 374 0.06 2.32 0.005
—— 95% CI for Good-put | [3.59,3.88] | [0.05,0.07] || [2.24,2.41] | [0.0, 0.01]
A Bluetooth Utilization Factor Number of Timeouts 0 42 0 126
PCR Packet Corruption Rate for WLAN MAC Throughput (Mbps) 5.22 0.54 3.09 0.01
PER Residual Error rate on the link. TABLE I
Probability of collision in a specifid
p Bluetooth slot PERFORMANCE WITH AND WITHOUT RATE ADAPTATION IN THE
Minimum number of Bluetooth slots PRESENCE OFHV3-ENCODEDBLUETOOTH VOICE CALLS.
N that overlap the WLAN transmist
sion [ Single-source (HV1) | LT-TCP I SACK
: | PARAMETER | WithoutRA | WithRA || Without RA | WithRA |
K ARQ Persistence. TCP Good-put(Mbps) 2.83 0.006 0.40 0.0002
TABLE | 95% CI for Good-put | [2.61,3.04] | [0.002,0.01] | [0.37,0.43] | [0,0.0003]
Number of Timeouts 0 51.3 13.6 13.8
BLUETOOTH PARAMETERS MAC Throughput(Mbps) 5.25 0.08 0.65 0.004
TABLE Il
We consider an 802.11b channel which occupies 22 MHz of PERFORMANCE WITH AND WITHOUT RATE ADAPTATION IN THE
the 79 MHz Bluetooth band. Thus the probability that a Blue- PRESENCE OFHV1-ENCODEDBLUETOOTH VOICE CALLS.

tooth packet hops into a WLAN channel #§ = 0.27. We
determine the length of each WLAN transmission and the num-

ber of Bluetooth slots that the duration of transmission-cov gate adaptation was designed to counteak signal strength
ers. The trfansmlss'mn' t|m§ of the \Ql/llg,fg't\tg?d(e" can be exq provide improvedpatial coveragefor WLAN networks
pressed asitransmission time = Bluetooth  onq hot to mitigate interference. However, when the soufce o

Data rate *

has a dwell time of 625 microseconds. Thus the minimug}y is strong interference which affects all data ratestg
number of completeslots that the WLAN packet covers iSyae adaptation is counter-productive. Since we expeardut

N _ |_ transmission time

dwell time of Bluctooth 1+ 11€ actual number may be on€jeless cells to be compact with good-coverage, we neé in

more than this depending on the relative positioning of Blug,y o mechanisms to be robust against interference andisiot j
tooth slots and the WLAN packets. Conservatively, we assurBfynagation errors. Our suggestion is to moderate ratetadap
thatitis V. For simplicity, we disregard partially overlappingion off and let higher layers tackle residual errors. That oé
slots. The probability of packet corruption is then given by,e paper assumes that rate adaptation has been turned off.
PCR=1.0-(1.0—p)" wherep = 0.27 x A.

Because of the retransmission mechanism of WLAN, not &% c_channel Interference Model: Hidden Nodes in Remote
ery “raw” packet loss is visible to higher layers. What is excq|is
posed to higher layers is what we call “residual loss ratdticiv
is defined as the packet loss rate after link-level retrassiomns
have taken place. If the link-layer ARQ persistenc&isthen
the residual error rate is given lER = PCR¥ which is the
probability that the packet was corrupted onfllattempts.

In this section, we assume rate adaptation is turned off and
cells operate at 11 Mbps and examine issues with co-channel
interference.

Consider the effect of operating different WiFi cells ins#o
proximity in the same frequency channel. Cells more than one
] . . cell-hop away typically reuse the spectrum. As mentioned ea
B. Simulation Results: Cross-System Interference W|the-BIqier’ due to worst-case design constraints, cells coule halii
tooth of as low as 30 m. While this design improves SNR when there

We compare the performance of LT-TCP and SACK oveés no interference, it backfires when there is significant@amo
WLAN with and without Rate Adaptation and affected by Blueef co-channel interference.
tooth interference. Since rate adaptation algorithms usezhl The packet corruption due to interference is modeled as fol-
systems vary from device to device, we used a simple algows. While a receiver is receiving a frame, another transmis
rithm wherein the rate is reduced when the sender suffens fr@ion occurs in its vicinity and at the receiver location tlesvn



to tolerate capture. We will see that LT-TCP’s adaptive MSS
method will granulate the window to reduce the likelihoodtth
an entire window is lost during capture and that reactivevec
ery mechanisms work.
Our first set of results (Table 1V) compare SACK and LT-
TCP performance when there is no interference (i.e. Cell 2 is
e quiet). We vary RTTs to be 10ms, 80ms and 200 ms. These
802.11b network 2 802.11b network 1 numbers are representative of modes in observed RTT distri-
Fig. 4. Simulation Setup for Co-Channel Hidden Node Interiee. butions reported by CAIDAS Skitter measurement projegt [1
The short RTT (10 ms) represents intra-metro or intra-megjio
RTT (e.g., within the Bay area); medium RTTs (80 ms) repre-

transmission’s observed signal strength exceeds a tHtgshe  sents US east-west coast RTTs; and 200ms (and higher) RTTs
new transmission corrupts the frame currently being receivare observed in transcontinental links (between US, Euoope
by this receiver. Interference from multiple sources caw alAsia). The reason we examine multiple RTTs is because even
aggregate. It is enough to corrupt a few bits of a packet to reffough the WiFi link itself is a LAN link, the end-to-end RTT
der the whole packet useless. However, at high bit rates (Ttters for TCP-SACK when there is even a small residual era-
Mbps), even 1500 byte packets are short. Further, MAC ovéure rate (see Figure 2).
heads increase with the number of packets (irrespectivieeof t As expected, the good-puts seen by SACK and LT-TCP are
number of bytes in packets). Therefore it is better to seryta comparable (4.4-4.6 Mbps) and are close to the maximum pos-
packets if the bit rate is h|gh (and rate adapta[ion is tunfed sible on 802.11b links with no rate adaptation, and MAC-acks
We assume the transmission range to be 250 m and ansgnt at 11 Mbps regardless of RTT. Only the preamble for any
terference range to be 500 m. Note that if nodes are separd#C transmission is sent at 1 Mbps.
more than 250 m, the RTS/CTS mechanism may not be enoughn the second set (Table V), we use ARQ = 3 (i.e. two retrans-
to prevent hidden node interference. The actual patternsref Missions at the MAC layer at 11 Mbps) but with 250 ms inter-
ruption depend upon relative location of nodes in cells aatd p ference/capture every 2 seconds. SACK goodput is comparabl
terns of traffic from the interferer and whether the intesfesees to LT-TCP for LAN RTTs (10 ms), but falls precipitously for
reciprocal interference. Also the impact of losing TCP mask higher RTTs. The number of timeouts have increased from 141
vs losing TCP acks is different at the transport layer (acks &0 146 and 200. However, these timeouts are longer on average
cumulative; packets need retransmission). leading to idle time at the MAC layer (lower MAC throughputs
for SACK). In contrast LT-TCP'’s throughput declines mucésle
D. Simulations: Co-Channel Interference (Hidden Node) (3.3 Mbps to 2.35 Mbps). It has fewer timeouts as the RTTs in-
We use the scenario shown in Figure 4. There are two celff§8ase because longer RTTs allow larger windows. Furtfier, L
Cell 1 and Cell 2, served by base station 1 (BS-1) and bagd=P strikes a balance between window granulation (to avoid
station 2 (BS-2). Node 2 idownloadinga file from a server capture) and goodput (reduced per-packet overheads). &he d
adjacent to base-station 2 (BS-2). This leads to packegraflin€ in goodput for longer RTTs is largely explained thrbug
missions by BS-2 that interfere with BS-1. BS-1 is receiving MAC level idle times due to zero queues (reduction in MAC
largefile uploadfrom node 1 and relaying it to a remote servefiroughput from 5.3 to 4.39 Mbps). .
(which could be 5ms, 40 ms or 100 ms away). Therefore, BS-" the third set of results (Table V1) , we use ARQ =7 (i.e.
1's receptions suffer from corruption due to interfererimce  SIX rétransmissions at the MAC layer at 11 Mbps) with 250 ms

BS-1's transmission of TCP acks or MAC acks are short, affiferference/capture every 2 seconds. Due to exponeriidtb
it only interferes with BS-2's reception of short TCP AckLff, these six retransmissions take upto 60-75ms beforelepa

or short MAC acks (which can be recovered with MAC levef dropped during the capture phase. SACK goodput improves
ARQ), there is little effect on the download performancensed® POth the LAN (10 ms RTT) and USA continental WAN (80

by node 2. Further, since node 2 sees a short RTT, it ramps'p RTT) case, though it still collapses for Iong?r RTTs due to
its window faster and essentially “captures” the channelafo high sensitivity to residual error rates. LT-TCP’s perfamae

period of 250 ms. is competitive with SACK for LANSs, and is clearly superiorfo
Node-1’s upload session is effectively shut out for 250 mlgnger RTTs. This set'of result; suggests that link level ARQ
every 2 seconds. During this period, each packet at node 7€ @ panacea even with LAN links because the end-to-end RTT
queue is given to the MAC layer which attempts back-off argfill matters. Moreover, such high degrees of ARQ perseen
retransmission for 3 or 7 times (roughly 6.5 ms or 60 ms p8f€ Nnot possible for longer delay links like MAN or satellite
packet) before dropping the packet. The TCP layer will sehich backs the case for end-to-end mechanisms like LT-TCP.
a pattern of no residual loss during periods of no-interfeee
and a huge burst loss during the capture period. In addition, V. ACKNOWLEDGEMENTS
a queue builds up at node 1's IP layer since the MAC layer The authors would like to thank Bob Miller and N.K.
takes longer to transmit each packet during capture. We-theShankaranarayanan of AT&T Labs Research for valuable dis-
fore recommend buffer size settings of 100 full-sized ptekecussions and insights. We would also like to thank Omesh
and higher RED thresholds (25 packets and 90 packets) to @lckoo and Prakash lyer of Intel Corp. This work was sup-
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PARAMETER LT-TCP SACK
RTT 10ms | 80ms 200ms 10ms 80ms 200ms
Goodput(Mbps) 4.43 4.40 4.39 4.64 4.63 452
95% ClI for Good-put | [4.36,4.49]| [4.34,4.46]| [4.34,4.43 ]| [4.61,4.62]| [4.63,4.65]| [4.45,4.61]
Number of Timeouts 0 0 0 0 0 0
MAC Throughput(Mbps) 5.70 5.68 5.64 5.89 5.88 5.72
TABLE IV

ARQ = 3, NO INTERFERENCE LT-TCP AND SACK PERFORMANCE WITHOUT INTERFERENCE UNDER CONDITIONS OF VARNG END-END DELAY. THE
NUMBER OF LINK-LEVEL RETRANSMISSIONS WAS SET T8 FOR ALL PACKETS.

PARAMETER LT-TCP SACK
RTT 10ms | 80ms [ 200ms 10ms [ 80ms | 200ms
Goodput(Mbps) 3.30 2.97 2.35 3.22 1.56 0.24
95% ClI for Good-put | [3.21,3.39]| [2.63,3.30]| [2.01,2.68]|| [3.10,3.34]| [1.50,1.61]| [0.23,0.25]
Number of Timeouts 55 21 1.16 141 146 200
MAC Throughput(Mbps) 5.3 5.01 4.39 4.71 2.36 0.46
TABLE V

ARQ = 3, 250MS/2 S INTERFERENCE LT-TCP AND SACK PERFORMANCE WITH INTERFERENCE 0©.25SECONDS OUT OF2 SECONDS UNDER
CONDITIONS OF VARYING END-END DELAY. THE NUMBER OF LINK-LEVEL RETRANSMISSIONS WAS SET TCB FOR ALL PACKETS.

PARAMETER LT-TCP SACK
RTT 10ms | 80ms | 200ms 10ms | 80ms | 200ms
Goodput(Mbps) 3.72 3.76 2.54 4.08 3.07 0.37
95% CI for Good-put | [3.70,3.74] | [3.69,3.83]| [2.43,2.64] || [4.07,4.09]| [2.98,3.15]| [0.3,0.44]
Number of Timeouts 0 0 0 0 0 25.8
MAC Throughput(Mbps)|  5.24 5.26 3.56 5.44 4.00 0.62
TABLE VI

ARQ =7, NO INTERFERENCE:LT-TCP AND SACK PERFORMANCE WITH INTERFERENCE 0OI.25SECONDS OUT OF2 SECONDS UNDER CONDITIONS OF
VARYING END-END DELAY. THE NUMBER OF LINK-LEVEL RETRANSMISSIONS WAS SET TO7 FOR ALL PACKETS.

VI. CONCLUSIONS ANDFUTURE WORK the context of Bluetooth interference (i.e. cross-systeteri

In this paper, we first made a crucial distinction betwed§rénce)- o .
“uniform” or “burst” erasure losses on a simulated full-typ V& Suggest moderation in terms of lower-layer adaptation,
link versus building models of real wireless channels (teat and availability of hooks for network administrators tortur

to be half-duplex and channel scheduling controlled by a MA_@em off if interference is dominant. Larger b!JﬁeFS’ ECNI@a
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