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Abstract—In this paper we presenta baselineimplementation strategy
for the well-known Smart Mark et pricing schemeon diff-serv. Our strategy
models Smart Mark et’s theoretically defined properties as much as pos-
sible. In order to suit diff-serv framework, we proposeways of focusing
Smart Mark et's complex operations at the edgeswhile keepingthe inte-
rior simple. Basedon the proposedimplementation strategy, we develop
packet-basedsimulation of Smart Mark et. By simulation, we then inves-
tigate Smart Mark et's performance in terms of stability, fairness,and ser
vice differentiation on UDP and TCP traffic. We alsolook at importance
of packet sorting (i.e. sorting of packets at routers according to their bids
as proposedin Smart Mark et) in Smart Mark et's performance. By sev-
eral simulations, we find that packet sorting doesnot really improve the
performance for all the threemetrics (stability, fairness,and sewice differ -
entiation). So,it is not necessaryto implement packet sorting, which sig-
nificantly reducesnecessaryrouter upgradesfor Smart Mark et’s possible
deployment.

Keywords—CongestionPricing, Quality-of-Service, CongestionControl

|. INTRODUCTION

Pricinghasrecentlyattractedsignificantattentionfor the pur-
poseof achiering economicefficiengy in the Internet. Many
researcherbave proposedricing scheme$l], [2], [3], [4], [5],
[6], [7], [8], [9], [10] asanoptionfor managingothresourceal-
locationandnetwork congestionMany of theseproposalhave
focusedon congestiompricing. However, theseresponsie pric-
ing scheme$have not beendeployed mainly becausef exces-
sive upgradesequiredby the proposals.

For example Kelly etal’s Packet Marking[1] (alsoknown as
ProportionaFair Pricing)schemeequiresall network routersto
sendfeedbacko userswhichrequiresupgradeo all therouters
and low time-scaleuserinvolvement. Low et al!s optimiza-
tion flow control [2] framework requiresroutersto implement
a dynamicpricing algorithmandsendfeedbackgo usersabout
the price, which requiressimilar implementationupgradesas
Packet Marking. Wangand Schulzrinne$ RNAP [9] againre-
quiresall network routersto be upgradedecausét requiresall
local routersto participatein determiningprice of edge-to-edge
capacity

One of the earliestpricing proposaldgs MacKie-Masonand
Varians [3] SmartMarket, whichis specificallydesignedo ad-
dressboth resourceallocationand congestionrmanagemenis-
suesandtherefords referredto asacongestion-sensite pricing
scheme.This schemechagesthe userson a paclet-by-paclet
basisdependingiponthe currentlevel of congestiorin the net-
work, andthe usersin turn lower their demandsaccordingto
their utility. In otherwords, it theoreticallyachiezesboth eco-
nomic efficiencgy (i.e. Paretoefficiengy [11]) and network effi-
cieng (e.g. highutilization, low queudength)goals.However,
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theway it is defined,SmartMarketis not possibleto implement
becausé requiresseveralupgradeso thecurrentwide areanet-
works.

In our previous work [12], we developeda simulation of
SmartMarket and proposednitial ideason how to adaptit to
diff-serv. In this paper we focuson developinga baselineim-
plementatiorstratgyy andsimulationof the SmartMarketonthe
diff-serv[13] architecture We specificallyinvestigatenecessity
of paclet sorting (to be explainedin Sectionll) at routers. We
alsoinvestigatésSmartMarket’s abilitiesin termsof servicedif-
ferentiationandfairness.

The paperis organizedasfollows: First, we describedetails
of the SmartMarket briefly in Sectionll. Next in Sectionlll,
we outline our implementationstrateyy for the SmartMarket
anddeterminedeploymentlimitationsfor it. SectionlV devel-
opsa setof simulationexperimentsand presentgesultsalong
with discussionsFinally, SectionV includesimplicationsand
conclusionf thework andproposegpossiblefuture work.

Il. THE SMART MARKET SCHEME

This sectionpresentamportantcharacteristicof the Smart
Market scheme. The Smart Market imposesa perpacket-
chage, which reflects incremental congestioncosts (which
could be zero). The price-perpacket varies dynamically de-
pendingon the level of congestiorin the network. Usersassign
a bid valuefor eachpaclet sentinto the network. The network
bottlenecksmaintaina currentthresholdvalue and only pass
thosepaclets with bids greaterthanthe thresholdvalue. The
pacletswith bids lessthan the thresholdare simply dropped.
This thresholdvalue dependson the level of congestiorat the
particularrouter, andis adjustecdby thatrouter For eachpaclet,
the userpaysthe highestthresholdvalueamongall routersthat
the paclet passedthrough, called the market-clearing price.
As anotherrequiremenfor the routers,SmartMarket requires
the successfuli.e. the onesthat are not dropped)pacletsare
sortedaccordingto their bid valuesat eachrouter beforethey
aresened. Thisbehavior imitatesanauctionwherethe capacity
is dividedamongthe biddinguserson a paclet-by-pacletbasis.

Thoughthe SmartMarket schemes theoreticallyattractive,
we can obsene someimplementationand deplgymentissues.
For example the SmartMarketschemealoesnot provide aguar
anteedserviceto usersaandcanleadto pacletre-ordering More-
over, the “bidding” procedurerequiressupportat end-systems
(or proxy agentsyandthe “clearing” procedurds requiredat all
potentialbottlenecksin the network [3]. Within theselimita-
tions, we now designhanimplementatiorstrateyy for the Smart
Marketscheme.



I1l. IMPLEMENTATION STRATEGY

Therearetwo key implementatiorissuesf the SmartMarket
scheme:
« How to communicatehe necessarynformation (customers
bids,network’s chagesto thecustomerpetweercustomersand
thenetwork?
« How to calculatethresholdvalueatalocal router?
We now addresshesessueswithin diff-servframework.

A. CommunicatiorBetweernCustomes and TheNetwork

The diff-serv architecture classifies network routers (or
nodes)into two types: edgerouter (ER) and interior (core)
router (IR). It constrainscomplex dataand control planefunc-
tionality to be implementedat network edgesto simplify the
core. For atraffic flow passinghrougha diff-servdomain,the
ER atthe entry point is calledasingressER andthe oneat the
exit pointis calledasegressER.

To implementSmartMarket on diff-sery, we proposethatthe
sender(or proxy) setsthe bid value, b, in the paclet andsends
it to thenetwork. The paclet passeshroughaningress-ERand
seriesof IRs, eachof which hasathresholdvalueT'. IRs simply
dropthe pacletif it doesnot satisfythe conditiond > T'. If the
paclet satisfiesthe condition, it is placedinto a priority queue
and sortedaccordingto its bid value. The priority queuemay
potentially reorderpaclets, which leadsto negative effectson
TCP congestiorcontrol[14]. We will investigatamportanceof
the sortingof pacletslaterby experimentsn SectionlV.

For the communicatiorof the bid andclearingprice, thereis
a needfor two fieldsin paclet headers.The bid field is written
only by the customerandis readby IRs. The clearing price
field (initializedto 0 by thecustomer)s updatedateachiR to the
maximumof theprior valueof thefield andthecurrentthreshold
value, T, atthatparticularIR bottleneck.In otherwords,if the
valueof thethreshold T, is greatethanthevalueof theclearing
pricefield of the paclet, the valueof T is copiedinto thatfield.
Else,thefield is left unchanged Whenthe paclet reacheghe
egressedgerouter, it containsthe maximumof the thresholdat
all thelRs it passedhrough.

The egress-ERactsa measuremenproxy and accountsfor
theclearingprice of thepaclet. In otherwords,the sourcepays
theclearingpricedeterminedy the egress-EREgress-ERac-
cumulateeachpaclet’s clearingprice andsendperiodicindica-
tions to eachcorrespondingsource. So far, everythingin the
SmartMarket canbeadaptedo the diff-servarchitecturealbeit
with two new fieldsin the pacletheaderHowever, theinforma-
tion requiredby the customersn orderto adjusttheir sending
ratesandbidsrequirenew feedbackmechanismsTheoretically
the SmartMarket assumeshatthe customerarefed backsuch
informationimmediatelywithout any delay whichis not possi-
bleto implementon awide-areanetwork. So,anapproximation
is needed.

We proposeto usea simple probing procedurewhich hap-
pensat fixed-timeprobingintervalssetto belargerthanround-
trip time (RTT) asa way to handlethis feedbackproblem. The
customer(or the ingress-ERon behalf of the customer)sends
a probe padket (in additionto datapackets)to investigatethe
currentstatusof the network at thesefixedtime intervals. This
probe paclet goesthrough IRs and finds the currentclearing

price. The egress-ERrecevvesthis probepaclet andsendsthe
customem feedbak padet containingthecurrentclearingprice
of the network. The feedbackpaclet alsoincludesthe total of
clearingprices(bill) for thatcustomeiin thelatestinterval. The
customerusesthe feedbackinformationto adjusther paclet’s
bid values,capacitydemand(numberof pacletsto send)and
availablebudget.

Note thatif we wantthe IRs to treatthe probe pacletsand
the feedbackpacletsjust lik e datapaclets,they musthave bid
valuesashigh aspossibleto ensurethatthey will notbelostand
will encounteminimum delay That meanstherehasto be a
maximumvaluefor the bids of the datapaclets,which is a de-
viation from the SmartMarket becausét doesnot imposeary
limiting valuefor the bids. The fixed lengthbid field alsoim-
plicitly constrainghe sizeof bids. Alternatively, the IRs of the
network have to behare differentlyfor theseprobeandfeedback
paclets. However, this will increasethe processingime of a
pacletatthe IRs,i.e. eachpaclketwill be checledwhetherit is
a data,probeor feedbackpacket. We chooseto normalizethe
bid valuesinto a range(e.g. 0 to 1) and hencedefinea maxi-
mumvaluefor thebids,i.e. 1. Oncenormalization(mappingto
[0,1]) is done,theremustalsobe a way of reversingthis map-
ping back. Whatis goingto be the actualmoney in dollarsto
chagefor a clearingprice of, for example0.75? We currently
leave this questionwhichis importantfor the serviceproviders,
unansweredWe simulatedthe SmartMarketin ns[15] accord-
ing to theideaspresentedbore. In thenext sectionwe present
thedetailsof the simulationandour assumptions.

B. TheThresholdValueT

MacKie MasonandVarian[3] determinghecongestiorprice
of apacletas

T =p=2D'(X/K) (1)
K

wheren is the total numberof customerdn the network, K
is the capacityof the network, X is customers capacityde-
mand,and D (X/K) is the delayexperiencedy customer So,
we proposehatthe IRs maintainfixed time updateintervalsat
the end of which they calculatethe rate of changein the de-
lay, D'(X/K), andupdatethe thresholdvalue,T. Specifically
thresholdvaluefor updateinterval i is calculatedasfollows:

{ T[i — 1]
n D[i—1]-D[i—2]
K X[i—1]—-X[i—2]

X[i—1—-X[i-2]=0

Tl = , otherwise

)
whereD[i] is the delayexperiencecy the customeiin interval
i. Notice thatthe term % correspondso the term
D'(X/K)in (1).

IV. SIMULATION EXPERIMENTS
A. UserModel

We modeltheusersutility functionwith thewell-known log-
arithmic utility functionu(z) = wlog(z) [1], [2], [16], where
z is the capacitygivento the user andw is users willingness-
to-pay Userwill maximizehis/hersurplusby makingsurethat
hercapacitydemands =z = w/p wherep is thecurrentclearing
price. Noticethatthe parametew is equivalentto users budget
for expenditurego network service.So,in our simulationsuser



i isinitially assignedhbudgetvalueW;, andattheendof every
probinginterval theuser: adjustsherbidssuchthathercapacity
demands w; /p for thenext interval.

B. ExperimentalConfigumation

We performour experimentson single-bottlenecland multi-
bottlenecktopology The single-bottleneckopologyhasa bot-
tlenecklink, which is connectedo n edgenodesat eachside
wheren is the numberof users.The multi-bottleneckiopology
hasn — 1 bottlenecKinks, thatareconnectedo eachotherse-
rially. Thereareagainn ingressandn egressedgenodes.Each
ingressedgenodeis mutually connectedo the beginning of a
bottlenecklink, andeachegressnodeis mutually connectedo
theendof abottlenecKink. All bottlenecKinks have acapacity
of 10Mb/sandall otherlinks have 15Mb/s.Propagatiordelayis
0.1mson bottleneckink(s) and10mson all otherlinks. Figure
1-ashows a single-bottlenecktopologywith n = 3. Figurel-b
shavs multi-bottlenecktopologywith n = 4. Thewhite nodes
are edgenodesand the gray nodesare interior nodes. These
figuresalsoshaw the traffic flow of userson the topology To
easeunderstandinghe experiments eachusersendsits traffic
to aseparategress.For themulti-bottleneckopology oneuser
sendghroughall the bottleneckgi.e. long flow) while the oth-
erscrossthatuserslong flow.

In orderto investigateimportanceof paclet sorting (please
referto Sectionlll-A) on performancewe simulatetwo ver-
sionsof SmartMarket: SmartMarketwith SortedQueueg{SM-
SORTED), SmartMarket with FIFO Queues(SM-FIFO). We
run experimentdothon UDP and TCPtraffic. The UDP traffic
will have anaveragepacletsizeof 1000B.

The initial valueof T at all IRs is setto 0.1. The probing
interval at ERs and the updateinterval at IRs are setto 1sec,
unlessotherwisesaidso.

C. Experiments
C.1 SystemDynamicsandStability

To seeSmartMarket’s dynamicswe first run an experiment
of SM-SORTED on the single-bottleneckopology with three
flowsasrepresenteth Figurel-a. TheflowsgeneratéJDPtraf-
fic. Budgetsof flows 0, 1, 2 arewy = 100, wy = 75, wy = 25
respectiely. Total simulationtime is 3000 seconds.Initially,
only flow 0O is active, andthe otherflows get active with 1000
secondsntervals. Figure 2-ashows the instantaneougueueat
the bottleneckwascontrolled. Also, bottleneckutilization was
morethan95%throughouthe simulation.So,controlledqueue
andhigh utilization shav that SmartMarket providesstableop-
eration. Figure2-b shavs instantaneousatesof the flows. We
canobsene that flows sharethe bottleneckcapacityin propor
tion to their budgets Figure2-c shovstheinstantaneoughresh-
old valueat the bottleneck.As new flows join in, SmartMarket
adaptdts thresholdvalueaccordingly

In orderto compareSM-SORED andSM-FIFOin termsof
systemdynamicswe run a seriesof experimentson the single-
bottleneckopologyfor variousvaluesof theupdateandprobing
intervalsfrom 1 to 30 seconds.Moreover, to seetraffic effects
we run the experimentsfor both UDP and TCP traffic. Fig-
ures 3-a, 3-b, and 3-c shav averagebottleneckqueuelength,

maximumbottleneckgueuelength,and averagebottleneckuti-
lization respectiely for variousvaluesof updateand probing
intervals. We obsene that SM-SORTED performssignificantly
worse (approximately30%) in utilizing the bottleneck,which
causeslmostzeroaverageandmaximumqueudength. Thisis
becausegaclet sorting causesxtra timeoutsand hencecauses
TCPto backoff unnecessarilyAlso, it causeDuplicate-ACKs
to begeneratedyhichthencauseshe TCPsourceto triggerfast
re-transmitphaseby halvingits window size.

In generalwe obsene thatpaclet sortingaffectssystemper
formancenegatively. We canseethis by comparingresultsfor
SM-SORED and SM-FIFO on TCP traffic, andalsoby com-
paringresultsfor SM-SORTED and SM-FIFO on UDP traffic.
For example, SM-SORTED on TCP traffic utilizes bottleneck
a lot lessthan SM-FIFO on TCP traffic. Also, from Figure 3-
¢, SM-SOR'ED on UDP traffic utilizes lessthan SM-FIFO on
UDP traffic whenupdateinterval exceedsl5 seconds.

Overall, both versionsof SmartMarket (i.e. SM-SORTED
and SM-FIFO) performbetteron UDP traffic than TCP traffic.
Thisis mainly dueto burstinesof TCPtraffic.

Also, we can obsene that as the updateand probing inter-
vals getlarger performancametricsgetworsefor all the cases.
Thisis becausesmartMarket's fidelity of controllowersasup-
date/probingntervalsgetlarger.

C.2 ServiceDifferentiation

We run a seriesof experimentsfor SM-SORTED and SM-
FIFOonthesingle-bottleneckopologywith UDP andTCPtraf-
fic. Therearetwo flows in the experimentsand for eachex-
perimentwe vary the ratio of their budgetsfrom 1 to 200, i.e.
wo/w; = 1..200. Giventhe budgetratio wq /w;, we thenob-
sene ratio of the two flows’s ratesduring the simulation. Fig-
ure 3-d shaws resultsof theseexperiments.The horizontalaxis
shavstheratio of theflows’s budgetswhichis setatthe begin-
ning of simulation,andthe vertical axis shows the ratio of the
two flows’s averageratesobsened during the simulation. Ob-
senethatonly SM-SORTED on TCPtraffic cannotifferentiate
the two flows, while SmartMarketis ableto differentiatethem
prettywell in all othercasesThereasonwhy SM-SORTED on
TCPdoesotperformwell in servicedifferentiationis againdue
to the negative effectsof paclet sortingon TCP performance.

C.3 Fairness

Our last seriesof experimentsare on the multi-bottleneck
topologywith n = 14 bottleneckqthe caseof n = 3 is shavn
in Figurel-b). All theflows have equalbudgetof 10 $/Mb, and
they generatdJDP traffic. We simulateSM-SORED. Ouraim
is to obsene behaior of the long flow (i.e. flow 0)'s rateas
numberof bottleneckonits wayincrease.

At time 0, only the long flow is active. The otherflows (i.e.
crossflows) join in one after anotherwith aninterval of 1000
seconds.Total simulationtime is 15,000seconds.So, as new
flows join in the numberof bottlenecksn the systemincreases.
Figure4 shovsthelong flow’srateasthe numberof bottlenecks
increase®n its way. The figure also plots theoreticalratesof
the long flow for max-minand proportionalfair cases.In the
max-minfair case the long flow andthe crossflows sharethe
bottleneckcapacityequally i.e. 10/2Mbpsin our experimental
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topology In the proportionalfair case the long flow getsless
thanthe crossflows in proportionto the numberof bottlenecks
on its way, i.e. the long flow gets10/(r + 1) Mbps andthe

crossflows get10r/(r + 1) Mbpsin our experimentatopology

We obsenre from Figure4 that SmartMarket allocateshe bot-

tleneckcapacityin sucha way thatit is betweenmax-minand

proportionalfair rateallocations.

In thedefinitionof SmartMarket, eachflow paystheclearing-
price for its route, which is the maximum of the bottleneck
thresholdsn theroute. For our experimentaktopology, thelong
flow shouldbe payingapproximatelythe samepriceasthecross
flows since the bottleneckcapacitiesare equivalent. So, one
may expectthat the capacityallocationour experimentshould
be max-minfair. Theresultshavsthatit is not. Thereasorbe-
hind this is thatthe long flow is experiencingmoredelay (both
propagatiordelayandqueuingdelay)thanthecrossflows. This
males effective capacityfor the long flow lessthanit is sup-
posedo be,whichin turn causeshelong flow to getlessof the
capacitythanthe crossflows.

V. CONCLUSIONS AND DISCUSSIONS

We investigatedthe difficulties in implementingthe Smart
Market, a well-known congestion-sensite pricing schemefor
the Internet,on a network with diff-servarchitecture We found
thatthe SmartMarket cannotbeimplementedn a realnetwork
without importantchangeqe.g. modeling, paclket format, ar
chitecturalissues)|imitations on deployment(e.g. requiresup-
gradesn both hostsandrouters)andofferedworkload(e.g. ef-
fect on TCP flows). We proposedhe following majorchanges
to implementthe SmartMarket on diff-servarchitecture:

« delayin feedingbackthe congestiorinformationof the net-
work to the customers

« mappingthethresholdvalueof theinterior routersto aninter-
val suchas[0,1]

« concentratingnorefunctionality at the ERsversudessfunc-
tionality atthe IRs to suita diff-servimplementation

By applyingtheabove changeswe developeda paclet-based
simulationfor the SmartMarket and presentedsimulationre-
sultsalongwith their analysis.We obsenedthat SmartMarket

is ableto control congestiorwith low bottleneckqueuelength
and high bottleneckutilization. Also, we obsened that paclet
sortingat IRs on TCP traffic negatively affects systemperfor
mancesignificantly To seetherealimportanceof packetsorting
in SmartMarket’s performanceve simulatedthe SmartMarket
with and without paclet sorting, i.e. SM-SORED and SM-
FIFO. Simulation resultsshoved that paclet sorting doesnot
reallyimprove systenperformanceln fact,we foundthatit de-
gradeghesystemperformancespeciallyon TCPtraffic, which
is currentlythedominantraffic typein thelnternet.So, it makes
moresensdo implementSM-FIFOsinceit is alot easierto im-
plement.

Also, we have shavn by simulationthat SmartMarket pro-
vides fairnessin betweenmax-min and proportional. Future
work shouldconsidermultiple diff-serv domainscase,andthe
SmartMarket’s behaior on burstytraffic patterns.

In general,openquestionis whetherone desirescongestion
pricing or not on the long run. This papercannotanswerthat
guestionput shavs thatcongestiorpricing is implementable.
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