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Abstract—Achieving efficient and fair bandwidth allocation XCP [27], a promising proposal for high BDP networks, is an
while minimizing bottleneck queue length and congestion-induced example of arexplicit rate feedback scheme where the band-
packet loss rate for high Bandwidth-Delay Product (BDP) net- \yiqih allocation functionality is primarily placed inside the

works has long been a daunting challenge. The current end- .
to-end congestion control schemes including TCP and its many N€Work. (ATM ABR mechanisms, e.g., [8][25][21][26], also

variants and the TCP+AQM/ECN proposals have significant belong to this class.) On the other hand, existooggestion
limitations in achieving this goal. XCP, while achieving the notification feedback schemes like TCP+AQM/ECN propos-
goal, requires multiple bits (not available in the IP header) to g|s [15][2][34][45], in which end hosts adjust their sending

exchange the congestion information between network and end- 5105 hased on congestion notification from the network, are
hosts. Adding these bits to the IP header is a non-trivial and . . ’
lengthy process. known to not scale to high BDP scenarios [27].

In this paper, we design and implement a simple, low- Contrary to conventional wisdom, this paper demonstrates

complexity algorithm called Variable-structure congestion Con- the existence of a simple congestion notification based scheme,
trol Protocol (VCP) that leverages only the existing two ECN bits namely Variable-structure congestion Control Protocol (VCP),
for network congestion feedback and yet achieves comparable yat can approximate XCP's superior performance in high BDP
performance as XCP, i.e., exponential convergence onto high - .
utilization, low persistent queue length, negligible packet loss rate _networks with On_ly two b'ts_f_’f fe_edback from network. VCP
and reasonable faimess. However, VCP has significantly slower introduces two simple modifications to the TCP+AQM/ECN
fairness convergence speed in comparison to XCP. Extensive ns2approach. First, VCP uses a load factor based mechanism to
simulations validate the performance of VCP for a wide range encode congestion information in the two ECN bits available
of high BDP scenarios. Additionally, VCP can also be extended j, the |p header. Second, guided by the two bits of conges-
to provide bandwidth differentiation. . . .
tion feedback, VCP uses sliding-modecongestion control
algorithm as described below.
|. INTRODUCTION The basic idea behind the design of VCP is as follows.

The classical Additive-Increase/Multiplicative-Decreashetwork routers classify the level of congestion into three
(AIMD) algorithm [9] used in TCP congestion control [19] isregions (i.e., low-load, high-load and overload), which can
well-known to be ill-suited for high Bandwidth-Delay Producbe encoded in the two ECN bits. Based on this encoded
(BDP) networks. With rapid advances in the deployment ddad factor feedback, end hosts switch their control algorithm
very high bandwidth links in the Internet, the need for between multiplicative increase (MI), additive increase (Al)
viable replacement for TCP in such environments has becoargd multiplicative decrease (MD) to match those three network
increasingly paramount. load regions, respectively. By using Ml in low-load region,

Several research efforts have proposed different approacfieas can exponentially ramp up their bandwidth to improve
for this problem, each with their own strengths and limitationsietwork utilization. Once high utilization is attained, AIMD
These can be broadly classified into two categoeesl-to-end provides long-term fairness among competing flows.
and network feedbaclbased. We contend that pure end-to- We implement VCP in ns2 [41] and use extensive packet-
end congestion control schemes like HighSpeed TCP [14#8vel simulations to evaluate its performance and compare it
STCP [30], FAST TCP [24] and BIC TCP [49], althoughwith XCP. These simulations cover a wide range of network
being attractive short-term improvements, are not suitable snenarios, particularly high BDP networks, and demonstrate
the long term. The primary reason is that, in high BDP nethat it is possible to design an end-host based congestion
works, using loss and/or delay as the only congestion signal¢entrol with a two-bit ECN feedback to obtain most benefits
has fundamental limitations in achieving high utilization andf XCP, i.e., exponential convergence to high utilization, low
fairness while maintaining a low bottleneck queue length amrsistent queue, negligible packet drop rate and reasonable
minimizing congestion-induced packet drop rate. HighSpe#airness. One disadvantage of VCP when compared to XCP is
TCP outlines the limitations of loss-based approaches in highsignificantly slower fairness convergence speed.
bandwidth optical links with very low bit-error rates [14]. VCP is attractive due to two reasons: (1) It does not require
On the other hand, delay-based approaches like FAST T@®ry modifications to the IP header. Since the ECN proposal
are sensitive to delay variations, which is a very commdmas standardized two bits for congestion notification, VCP can
phenomenon in the Internet. For example, in a recent Interfest reuse these two bits. (2) It is a simple protocol with low
experiment, FAST TCP throughput is-8 times less than the algorithmic complexity. The complexity of VCP’s end host
other tested stacks due to reverse path queueing delay [6]algorithm is similar to that of TCP and part of its AIMD

The limitations of pure end-to-end schemes have motivatedmponent is already present in the existing TCP code. Its
the use of explicit network feedback for congestion contralouter algorithm is extremely simple, scalable and maintains



no per-flow state. We believe that these benefits largely off$setndwidth to detect and report congestion. It decouples effi-
VCP's limitation of having a slow fairness convergence speeciency control and fairness contrat the router MIMD is used

Is two bits indeed necessary? Fundamentally, to achieigecontrol the flow aggregate and converge exponentially fast to
high utilization and long-term fairness it is essential to distny available bandwidth, while AIMD is used to fairly allocate
tinguish between three load regions and at least two bits dinis bandwidth among competing flows. Consequently, XCP
necessary to encode these three regions. Section Il has nsigaificantly outperforms TCP and TCP+AQM in high BDP
discussions on this. Another natural question is what woufgtworks. However, XCP needs multiple bits in the packet
be the improvement of using more than two bits to encodeader to carry (a) bandwidth allocation informatidxx{und)
the load regions. While we do not answer this question in tfi®m network routers to end hosts, and (b) congestion window
paper, the relatively small performance gap between VCP afatbnd) and RTT information «tt) from the end-hosts to the
XCP in Section IV suggests that using more bits will onlyetwork routers.
incrementally improve the performance.

The rest of the paper is organized as follows. Section B. Design Guidelines

discusses high level design rationales and illustrates VCPRased on the above description, we realize that it is essential
with a simple example. Section Il describes VCP buildings: (a) measure the degree of network utilization and match
blocks and the complete protocol. Section IV presents ng&d host sending rates with the degree of utilization; (b) use
simulation results and compares with XCP. Section V analyzggferent algorithms to control efficiency and fairness. A key
the stability of VCP, addresses concerns on the influenggestion is to determine how to implement these mechanisms
of mode switching on efficiency and fairness and discussgSend hostswith minimal network assistanceBy network
incremental deployment issues. We review related work gbsistance' we refer to the AQM_Sty|e Congestion control ap-

Section VI and present our conclusions in Section VII.  proach where routers provide feedback on the level of network
congestion and end hosts perform the actual congestion control
Il. FOUNDATIONS mechanism using this feedback. Designing an end-host based

. . . . o congestion control for high BDP networks which uses minimal
In this section, we provide a high-level description of VCRenyork assistance is a challenging problem, especially since
and illustrate how it works. Before we describe VCP, Wgng hosts have to independently adjust their sending rates
briefly outline the reasons why TCP+AQM does not scale {Qing only the feedback available from the network. Unlike

high BDP networks while XCP does. Based on this, we extragp an end-host based scheme does not have the luxury
two basic guidelines that form the core of VCP’s design.  f interacting with network routers by signaling end-host

congestion state and obtaining end-host specific feedback. To
A. Why XCP outperforms TCP and TCP+AQM? address this challenge, we use two basic design guidelines:

Using loss as the only congestion feedback, TCP cannotGuideline #1, Decouple efficiency control and fairness con-
scale to high BDP networks. As per the TCP throughptol in different bandwidth utilization regions.

equation [42], a TCP flow needs to observe an abysmally lowEfficiency and fairness have different levels of relative
loss rate (i.e.0(10~)) to obtain a steady state throughpufmportance under different situations. When bandwidth uti-
of 10Gbps with an RTT of 100ms [14]. Two of the primaryjization is low, our goal is to improve efficiency more than
problems for TCP’s low utilization are: (a) loss is a poofajrness. However, when bandwidth utilization is sufficiently
congestion signal; (b) using the AIMD algorithm. Packet losgigh, we accord higher priority to fairness than efficiency. By
may be caused by events other than congestion. Even if a Igggoupling these two issues in different utilization regions, end
indeed signals congestion, it idaary indicator of congestion hosts have only a single objective in each utilization region
and conveys no information about the degree of congestigfhd thus need to apply the appropriate congestion response in
Given that this congestion signal is imprecise, the increaggch regime. For example, one such choice of a congestion
policy needs to be conservative while the decrease policy negésponse which we use in VCP is to perform MI in low
to be aggressive [27]. In high BDP networks, every loss evepjlization regimes for improving efficiency, and use AIMD
forces a TCP flow to perform an MD which is followed byin high utilization regions for fairness. The goal then is to

the slow convergence of Al algorithm to reach high utilizatiogwitch between these two congestion responses depending on
levels. Given that time for each individual AIMD epoch ishe current network utilization region.

proportional to the network bandwidth, TCP flows remain in
low utilization regimes for prolonged periods of time thereby Guideline #2, Use link load factor as the congestion signal.
resulting poor link utilization. Using AQM/ECN in conjunc-
tion with TCP does not solve this problem either. While ECN XCP uses spare bandwidth, i.e., the difference between
feedback prevents congestion collapse, this feedback is afgmand and capacity to measure the degree of congestion.
binary. The existing AQM schemes with one-bit ECN indicatén this paper we use load factor, i.e., the relative ratio of
congestion near 100% utilization and provide no informatiatiemand and capacity [21]. This selection satisfies the above
on the degree of congestion. requirement of differentiating utilization regions.

XCP offers a complete solution to the congestion control in Load factor conveys less information than spare bandwidth;
high BDP network. It precisely measures the bottleneck spamrd this may fundamentally bound the performance of a load
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Fig. 1. A simplified VCP model. The source sending rate at timeT" is 2 B
used by the router to calculate a load fagipwhich is echoed back from the ot = et 1= 555 55
destination to the source at timeThen the source adjusts its M| parameter Time (sec)

£(t) based on the load facter(t).
Fig. 2. The throughput dynamics of two flows of the same RTT (80ms).
They share one bottleneck with the capacity bouncing between 10Mbps and
20Mbps. This simple example unveils VCP’s potential to quickly track change
factor based scheme. However, the advantage of using lomdwailable bandwidth (with load factor-guided MIMD) and thereafter achieve

factor is that it is ascale-freeproperty in terms of network fair bandwidth allocation (with AIMD).
capacity. It thus can be encoded using a small number of

bits without much loss of information (since we are generally ) ) ) .
interested in the load factor range as opposed to preciséNe continue to describe more details of the above algorithm

feedback). While one can develop mechanisms to enco%_f%d eXP'ai” why this simple algorithm works. Consider a
explicit rate feedbacks like XCP using a smaller number §fn9le link used by one flow that has constant RTT value
bits, one would require at lea€(log B) bits to be able to rtt = T where the link queue has infinite buffer space. With
scale to a maximum network bandwidf®. However. a load only one flow, we have a single goal: to achieve efficiency for
factor can be encoded in as small as two bits which we sh@fY link capacity (with load factor-guided MIMD according

is sufficient to approximate XCP's performance. to the design guidelines). As shown in Figure 1, due to the

Load factor, in comparison to binary congestion signals Su&ﬂund-trip delay, the load factor received by smurceis:

as loss and one-bit ECN, can convey more information about cwnd(t —T) 1
the degree of network congestion. So we can expect that, p(t) = T ’ @)
together with a set of matching bandwidth-probing algorithms

wherecwnd(t) is the source host congestion window size at

at end hosts, a load factor based scheme has the potentia}l toet andc is the link capacity

perform_much better than the loss-based or one-bit ECN'baSé@.incep(t) represents the offered load (with delay)- p(t)

congestion control algorithms. . : -
measures the (normalized) spare bandwidth. Upon receiving a
load factor, if the source updates its congestion window using

C. VCP: A Simple lllustration MI:
Now, we provide a simple illustration of how VCP works cund(t+T) = cwnd(t) x (1+ £(¢)) 2
using a toy example of a bottleneck link shared by two.
competing flows. We present a detailed description of Vdf-”th 1— p(t)
in Section 1lI. Periodically, the router measures a load factor Et)y=k- 3

for its output link (Figure 1). The load factor is echoed back to p(t)
the source hosts via the destination acknowledgment (ACKyhere x > 0, then it can achieve high efficiency since it
Depending on this feedback, the end-hosts apply differegxponentially tracksiny available bandwidth. The stability of
congestion responses. If the link signals significant underlodtle above algorithm is determined by the choice of the value
the end-hosts increase their sending rates using Ml; if it signafs~. (Refer to Section V-B for the stability discussion.)
marginal underload, they increase their sending rates using AlNow, assume that a new flow with the same RTT starts
otherwise, if it signals overload, they immediately cut theitransmitting. Besides efficiency, now our other goal is to
sending rates using MD. This is summarized by the followingllocate bandwidth fairly (in the long run) between the two
greatly simplified VCP pseudo code. flows. Following the design guidelines, while in the low
utilization regionp(t) < po, we use the MIMD algorithm
. ] described above to quickly improve the efficiency. Next, we
1) Each router periodically estimates a load factor, argbmy the standard AIMD algorithm with parametersand 3

encodes this load factor into the data packet headers. TRjSachieve fairness in the high utilization regipft) > po:
information is then sent back by the receiver to the sender via

ACK packets. cwnd(t+T) = cwnd(t) + «, Vp(t) € [po,p1) (4)

2) Based on the value of the load factor it receives, each cwnd(t+4dt) = cwnd(t) x B, Vp(t) € [p1,00) (5)

source performs the following congestion control algorithms: :
o Wheredét — 0+ and0 < p1 < 1. (The setting of these
2.1) For significant underload, perform Ml; Ot <mspsl( 9

inal underload ‘ i parameters will be discussed in Section I11.)
2.2) For marginal underload, perform Al; Figure 2 shows the throughput dynamics of two flows

2.3) For overload, perform MD. controlled by the above VCP algorithm. Clearly, bandwidth
changes are quickly tracked by MIMD and, when a new flow




arrives, the existing flow yields bandwidth to it with AIMD. >1000dt............................ T e—

Finally, an efficient and fair allocation is reached. BO0E| << ,—6‘,

The Internet, however, is much more complex than this A
substantially simplified model: link capacity and router buffer 150%
size are dramatically heterogeneous; the number of flows is load: low
unknown and usually constantly changing; their RTTs may code p§: (00) ,
differ significantly; and so on. We need to generalize the above o
model to more realistic environments.
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|
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Fig. 3. The quantized load fact@gg at a link{ is a non-decreasing function
IIl. VCP: THE COMPLETE PROTOCOL of the raw load factop; and can be represented by a two-bit cgge
In this section, we provide a complete description of VCP.
To make VCP work under the Internet’s significant heterogene-
ity in link capacity, end-to-end delay, router buffer size, and Given sufficient demand, our goal is to keep each link
traffic characteristics, we need to address four key questiod®rking around a state wherg = 100% and x; is slightly
(a) Given the fact that the traffic seen by a router is burstgss than one. If we are able to reach this state, we have
how do we compute a load factor that reliably estimates the/t, = i ;- Substituting this in Equation (6), we gét= 0.
link load condition at theright time scale? (b) Consider theConsequently, in this state, the link capacity is almost fully
particular case in which all flows have the same RTTs. Howflized and there is no persistent queue in the router buffer.
do we set the MI/AI/MD algorithm parameters to achieve Being a normalized measure, the load factprcan be
efficiency and fairness, and at the same time maintain I&@coded using a small number of bits with sufficient precision.
persistent bottleneck queues and minimize congestion-indudegnerally, givenn bits, the whole load factor rang@, oo)
packet losses? (c) When flows have different RTTs, one c&&h be partitioned int@" — 1 underload segments covering
imagine that different flow’s MI/AI/MD mode sliding will be [0%, 100%), plus one overload segmefib0%, co). Given the
out of sync and the aggregate behavior will be unpredictable tY¢0 ECN bits, we can partition the whole load factor range into
it possible, and if yes how, to offset the impact of the RTT hethe four segments as shown in Figure 3. (To get the complete
erogeneity? (d) How can we provide equal (or differentiate@gnefit of two bits, hereafter we fully utilize the two ECN bits
bandwidth sharing using window-based congestion contrd® encode four, instead of three, load regions, as described
Next, we describe VCP's four key building blocks that answeéarlier). We choose the following four ranges for quantizing
these questions and take us step-by-step through the desiganst encoding the load factpy: 2

a practical VCP algorithm. « Low-load region:p, = 50% when p; € [0%, 50%);
« Medium-load regionp; = 80% when p; € [50%, 80%);
A. Link Load Factor Measurement and Encoding « High-load region:p, = 100% when p; € [80%, 100%);

Due to the bursty nature of Internet traffic [37][44], an * ©verioad regionp > 100% when p; € [100%, co).
instantaneous load factor as in Equation (1) does not trulyThe quantized load factors, can be represented by the
represent the real load condition. We need to measure a I&&ine number of two-bit codgs, i.e., 5 = (00)2, (01)2, (10)2
factor over an appropriate time interval. Network congestigid (11)2 for g = 50%, 80%, 100% and p, > 100%,
may persist over different time scales. Since we are concerrigpectively. The encoded two-bit load facfigris carried in
with those congestion events that last longer than one RTT, ii¢ data packet IP header from the source to the destination
choose a measurement intervgl larger than one RTT of a and then echoed back to the source by the ACK packets. In a
majority of flows. Everytp = 200ms, 1 each router estimates network with multlple links, for each flow, we need to convey
the load factor for each of its output linkwith: to the source the maximal quantized load faeterxcz, (/1)

of all those links on the flowi's forward pathZ; = {I | ¢
(6) traverses link}. Thus, each router updates the load factor in
a data packet header if its output link’s load factor is higher
wherex, > 0 and0 < x; < 1. (We usex, = 0.5 and than the load factor already encoded in the packet header. As
k; = 0.98.) Here ), is the amount of input traffic during the quantized load factgs, is a non-decreasing function of
the periodt,, ¢; is the persistent queue length during thithe raw load factop;, and this order is also preserved by the
period, k, controls how fast the persistent queue drains [28odej?, i.e., pf < p5 < p1 < p2 = p1 < p2, the comparison
ky is the target utilization [34] and; is the link capacity. The
input traffic \; is measured using a simple packet counter.2These three split points work very well in our ns2 simulations that cover

; ~ _ : ; wide range of network parameter settings in capacity, delay, and number of
The persistent queug Is generated by low pass flltenng thefalows, etc. They are chosen based on the following considerations: 1) 100% is

instantaneous queugt) using a timer-driven approach thatan obvious separator between the underload regions and the overload region;
measuresg(t) every ty = 10Ms < t,. Alternatively, we can 2) To give a safety margin for the system to operate in the AIMD mode in its

; ; ady state, 80% is used to separate the medium-load region and the high-
also use a data driven approach as used in RED [15] Whi%ﬁd region since it is slightly less than the MD paramgter 0.875 defined

makes a measurement upon very packet enqueue event. iy section IiIl-B; 3) We choose 50% to separate the low-load region and the
medium-load region becauge (80%) = k,, - £1(50%) wherek, = 0.25 is
internet measurement shows that 90-95% of flows have an RTT less thesed forp; = 80% in Equation (29) in Section IlI-E.2 ang (;) is defined
500ms. For US links, 75-90% of flows’ RTT is less than 200ms [23]. by Equation (10) in Section IlI-B. More discussion on this is in Section III-B.
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o ey —— longer suffer from the slow probing speed. Third, to set the
TR e MI parameter¢, we need to handle two factors: the intra-flow

factor and the inter-flow factor.

Intra-flow factor: With a current load factop;, in the next
i . ] RTT each flow needs to increasedisnd to fill at least part of
oon T the spare capacity that is proportionallte- j;. And because
[aMpey 100 1990 dgiea devos  devos | acior, the cwnd change uses MI, and it is based on the current

S (peeneD oty Tor H000R peke smome R sending rate which is proportional f, we get:

Fig. 4. The MI parameteg; is a pairwise linear function ofog(cwnd). 1—5
The line buf/cwnd roughly represents the declining trend of router buffer gl(m) = K- Pl (10)

size compared witlkwnd (or BDP). Al corresponds td/cwnd. STCP uses 12

a fixed M| parameter 0.01 [30]. Note the logarithmic scale in both axes. Also .

note x-axis roughly spans from 100Kbps to 1Tbps. wherex controls the speed to converge toward full utilization.
We setx = 0.25 and thus; (50%) = 0.25 and & (80%) =

.0625.

Inter-flow factor: For multiple flows, we argue that it is
better to set as a decreasing function than a constant value,
and its decrease should be slower ttiaf—1 ). To see why
B. End Host Window Increase/Decrease Algorithms is this consider two extreme cases. If we use a constant value

The end host switches its window-based control betweén= ¢ then Ml is increasingly unfaiP to low-rate flows,
MI/AI/MD depending on the load factor feedback. To simplify?"d Pecomes increasingly bursty causing larger queues and
the discussion, we consider a single-link network shared Bgltentlally packet losses. On the other hand, if we clgose
two flows f; and f., whose RTTs are equal to the measurewwna: €N MI degenerates to Al. As a I’eS‘LlH'[, we choose a
ment period of the link load factor, i.exft; = rtty = t,. So function that is piecewise linear g (cwnd):
the flows ha\{e synchr_onous _feedback and their control inter- &(cwnd) = a — blog(cwnd) (12)
vals are also in sync with the link load factor measurement. We
will handle the case of non-synchronous feedback and contasid ;> (cwnd) > 0. Instead of setting: and b, we choose a
due to heterogeneous RTT in Section IlI-C. set of specific values and interpolate the functéficuwnd)

Following the simplified VCP model described in Section lishown in Figure 4. For example, one set of values we use
C, if the end host receives an encoded load fagtotthat are:®¢(1) = 1.0, &(10) = 0.5, £(10%) = 0.2, &(10%) =
represents the low-load or medium-load regions, it increases, £»(10%) = 0.064, &»(10°) = 0.044, &(10°) = 0.032 and
its congestion window:wnd using MI — this guarantees to £>(107) = 0.024. This setting has also taken into account the
exponentially probe any amount of available bandwidth. Foelatively decreasing trend of the router buffer size compared
high-load regions, the end host increases:d using Al — with BDP. For efficient implementation$s(cwnd) can be
together with MD, this guarantees the convergence towatdmputed off-line and organized as a lookup table indexed
fairness. Otherwise, upon getting the first overload signal, thg [cwnd |, where[z] is the smallest integer that is not less
end host immediately decreasesdtsnd using MD, followed thanz. Finally, we combine the above two factors together:
by Al for the remaining time in the same RTT. So, at any time ) R
t, we apply one of the following algorithms: § = min(& (o), E2(cwnd)). 12)

operation on the load factey at any link/ can directly operate
on the two-bit codep;.

Ml :  cwnd(t+rtt) = cwnd(t) x (14 &) (7)

Al : d(t+rtt) = d(t 8 _ o
cwnd(t + rit) cwnd(t) + o ®) So far we have considered the conditionrof; = rtty =
MD:  cwnd(t+6t) = cwnd(t) x 8 ©) t,. Now we relax this condition on the previous model. The
wherertt =t,, 6t — 0+, £ >0, a >0 and1 > 3 > 0. f!ows have heterogeneous RTTs that usually differ from the
Now, we describe how to set the parametérsy and §. link load factor measurement interval as well. RTT substan-

First, as discussed in the Section Ill-A, we require an MBally affects the performance of window-based congestion
parameter3 that does not force the two flows to make gontrol. To offset the impact of RTT heterogeneity, we need

quantum jump from high utilization to the medium-load of0 generalize the end host algorithms in Equations-(9).
low-| regions. Once th m reaches high utilization, th
ow-load regions. Once the system reaches high utilization, t %Although it is not required to handle fairness in the Ml phase, applying the

goal is to retain the system in this regime (lf no capacity Q:E)ming Equation (11) improves the fairness convergence speed of VCP. This

demand change) and achieve fairness amongst the two flessnecessary compensation for the slow fairness convergence of the end-host
by using AIMD. Hence we choosg = 0.875 (instead of based AIMD which VCP applies. Refer to discussion in Section IlI-D.
0.5 used by TCP), a value larger thad% which separates 4The logarithmic functionts(cwnd) is a middle-ground choice because

) : y ! - g oo p S— log(cwnd))’ = m;id, while (const)’ = 0 and (ﬁ)’ = wanldz.
the high-load and medium-load regions (see S'eCtIOH 1-A -5To illustrate how we come up with these values, consider the following
Second, we set the Al parameter = 1.0. For high BDP numerical examples: i) Given this setting, it takes less than 70 RTT to grow

: ; . 4 4 7.

networks, this makes Al probing extremely slow. However, jtvnd from 1 to 10% packets, and less than 210 RTT frofo® to 107;

. 1), If two flows f1 and f2 start with different initial congestion windows
does not matter much since Al means the network has alreafly, ;. () = 10 - cwnd;(0), but €75 — £;1 = 0.033, then after about

entered the high-utilization region where efficiency does no= 70 - ¢t we will reachcwndy; (t) = cwndso(t).

C. Handling RTT Heterogeneity by Parameter Scaling
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Fig. 5. After each MD that is triggered by the first overload signal, the source host freezesuidsfor ¢, (for the bottleneck to generate a new load factor)
and then applies Al for onett (for the new load factor to come back), regardless of the remaining encoded load factors during these two periods.

We first consider MI and Al which last for an entire RTT. Ifflows f and F' with RTT values such thattt; < rttr, which
we scale the parameters of the MI/AI algorithms in Equatiorshare the same bottlenetkl his means that, after a load factor
(7)-(8) for a flow with its RTT value and a common ba‘.§e6 pf is generated, flow” will receive it much later than flovy.
We focus on the situation where the load factor triggers a mode

For Ml : ¢ « (1+§% —1, (13)  switch that might have a negative impact on fairness, i.e., when
For Al © a — o Lﬁ’ 14) Pi= (10)2. Flow f has switched from MI to Al, but flow”
iy still keeps doing Ml for a time period of up tatr long, since

: . : ; . it has not received that load factor. During such a time interval
then during any time period, with Equation (7)/(8), the flo It . . X . '
uring any time perioff, wi quation (7)/(8) W with the RTT scaling according to Equation (15), fldwwill

will MI/Al an amount that is independent of the length of its | . indow f d 7 (1
RTT, given synchronous feedback: Increase its congestion window froawnd to cwnd - (1 + &)

and gain an unfair share. To limit this effect, we bouié

Ml cwnd(t+5S) = cwnd(t) x (1 +£)%, (15) above byo,,;. Of course, this upper bound will causé the
S large-RTT flows to probe at a slower speed in Ml than small-

Al o cwnd(t+5) = cwnd(t) +a- . (16) RTT flows. Fortunately, according to the design guideline in
P

_ _ _ Section II-B, it is not required to achieve fairness in the MI
This scaling compensates RTT heterogeneity among floyshase. We will revisit this issue in Section V-A.
which would otherwise cause small-RTT flows to gain a

significant advantage than large-RTT flows, either in Ml of \wejghted Bandwidth Sharing via Window-based Control
in Al. In the other word, the value of RTT is decoupled from . . . . .
Even if the window-based control algorithm achieves fair

de;glnhaéhsvﬁizﬂgiessi?]nivmwnl?l(;\g_lliizriaier;&iedémce E uagwnd allocation, this does not directly translate to fair band-
tion (9) is not affected t?y the IengF’zh of R’TT " neqedgvidth allocation. The standard AIMD algorithm has to be

no change. However, the behavior after the MD needs ?xtended to provide fair (or even differentiated) bandwidth

. - sharing. We first consider the AIMD rate control. Consider
accommodate the length of. As illustrated in Figure 5, upon .

X : . two flows that share the same bottleneck(s) and receive
getting the first load factor feedback that signals congestion ; . _ -
A . . ; .~ 8synchronous congestion signals. Flowtarts from an initial
(i.e., p¢ = (11)3), the end host immediately cuts its congestion’ . )

P . . 4 : sending rate-;(0), wherei = 1 or 2. If each of them have an
window cwnd using MD. Next, it freezes itswnd firstly for . .

. . . : | parametera,.; and an identical MD parametét, then at
a time period of, (for all the three cases shown in the figure i . .

he end of the first congestion epoch that includesounds
such that the congested router can generate a new load fac}o’):“ and one round of MD?
based on the source sending rate right after the MD. Then the '
end host applies Al for one RTT, the time that it needs to ri(1) =0 (r;(0) +m - ayy). a7
get the new load factor feedback from the destination ACK . .
. L The rate ratio between the two flows is:

packet. Based on this new load factor, a new decision can
be made. Of course, during these two time periods the router AT L(1) = ri(1) _ mi(0)/m+ a1
could be congested again (e.g., because of incoming traffic). ’ r2(1)  r2(0)/m + oo
That is where the router buffer space comes into play. Mence, when the number of the congestion epddhis large
the last resort, if the route buffer overflows, packet gets loshough, the two flows will have a weighted share that is
and another loss-induced MD will be performed, preventingroportional to their rate Al parametess.;:
congestion collapse. Although Figure 5 illustrates only either (M)
t, =n-rtt or rtt = n - t, for an integerm, this analysis can AT (M) =
be generalized to the non-integer cases.

However, RTT is the one which determines how long it takes?we implicitly assumen > 1. As discussed in Section 111-B, since the Al

to get the load factor back to the source host. Consider twarameter is refrained from being set as a large number to probe bandwidth
quickly — which is now the job of the MI phase — we can always findvefor
) ) ] tp ] any given MD parametef such thatm = % - cwnd > 1. For example,
SEquation (13) is the solution far+-¢ = (1+£ seqreq) 7t Where the right-  given 3 = 0.875, seta = 1.0 makes the assumption true for high BDP
hand side is the Ml amount during a time interv,gtlof a flow with RTT value networks (where, e.ggwnd > 30). An even smaller number can be used
rtt. Similarly, Equation (14) is obtained by solving-a = 1+% “Qgealed-  TOr a to make this assumption virtually always valid in practice.

(18)

Qr1

— .
TQ(M) Q2

(19)



The weighted rate difference at the end of theth con- i.e., update the low-pass filtered queue measuremenith

gestion epoch is: an Exponentially Weighted Moving Average (EWMA) similar
, , to what is used in RED. We se} = 10ms;
AT (M +1) = - A7 5(M) (20)
R.3) When the load factor measurement tinigrfires:
where (1) (1) \ _
(a1 T2 1+ Rq " qi
Al (M) = - = 21 = —= M 25
La(M) = = == - = (21) o —. /] Measure  (25)
for M = 0,1,2,.... Obviously heres decides the speed to pi — encode (p) /] Encode (26)
converge onto the target weighted share. For instance, given Ao~ 0 // Reset (27)

— =S 1 1 1 1
ﬁalf 8%8;‘)6' :}V;?gﬁ;:?g?; ngcrae;:g:g;stlon epochs to e“mma&/?/here/cq = 0.5, 5y = 0.98, 2, = 200ms,c; is the link cap.acity,
Fairness gets improved per congestipochwith the end- and the encoding function is defined in Section IlI-A;
host based AIMD algorithm. While a network-based AIMD R4) For each dequeued data paclgetthat carries an
scheme like XCP improves fairness in eveoynd of control. encoded load factos: from upstream:
Consequently, an end-host based scheme like VCP will be
significantly slower than XCP in the fairness convergence py = wmax(pj, py) /) Tag (28)
speed. See Section IV-D for simulation results.
The above algorithm is based on the AIMD rate control.
To achieve the same goal, it has to be tailored for any
window-based scheme. It is also orthogonal to the handling
heterogeneous RTTs in Section IlI-C. For a complete SO|uti(1)5la
we need to integrate these two factors. For example, if

2) The End Hosts:The VCP receiver is the same as the
P Reno receiver, except that it copies the encoded two-bit
d factorp,; from the data packet to its corresponding ACK

. . : Acket. The VCP sender builds upon the TCP Reno sender. It
Wf”mt to aph|eve a weighted band_vwdt_h shardor a flow behaves like TCP Reno when packet loss happens. The VCP
with a Welghtw’ 6., 7 o W, COﬂSIdel’Ingcwnc.Z - .Ttt sender also initializes the encoded load fagiprin the data

ar_1d Equations (14) and (19), we end up with scaling tr’beacketIP header t@0).. It switches its window-based control
window Al paramet_e@ for a typical RTT¢#, = 100ms, and between MI/AI/MD according to the encoded load facfdr

tp = 200ms = 24 with: received in the ACK packet. This switching is performed as

2 follows.
For Al :a&a-ﬂ-w:g-(Ttt)z-w. (22)

tpta 2t VCP Sender Algorithm
This scaling, however, might introduce a significant amount
of bursty traffic within one RTT ifrtt > ¢4 or w is huge and ~ S.J) If the load factor is low/moderate)f = (0.X),), do:
therefore cause packet loss. To limit this effect, we impose

an upper bound,; on w - (%)2 such that the burstiness can & = mm(&(pgi’n('ffﬁf %(C_Q)Md))
be effectively absorbed by the router buffer. Of course, this inc = (1.0+¢) 7™ —1.0 /) Scaling
upper bound will cause the large-RTT flows to receive a lower cyynd «— cwnd + inc /] MI  (29)

bandwidth share than otherwise, as shown in Section IV-E.
where p; = 50%, k, = 1.0 for o7 = (00)2 and p; =
80%, k, = 0.25 for p7 = (01)2, & and &, are defined in
E. The VCP Protocol Equations (10) and (11) in Section I1I-B, respectivelytt is
Now, we are in the position to describe in detail théhe smoothed RTT measurement in ms= 200ms, and the
operations performed by the VCP routers and the VCP eMl burstiness limitero,,,; = 2.5;

hosts as well as how they interact. S.2 If the load factor is high 4 = (10)), do:
1) The Router:The VCP router computes and encodes a sritt
load factor based on the number of incoming packets and inc = Oé'miﬂ((ﬂ)2
the average queue for each output link. Then, it updates the .
encoded load factor in the IP header if the value computed by cund — cwnd+ inc/ cwnd /AT (30)
the router is larger than the one carried by the packet. wherea = 1.0, t; = 100ms, the Al burstiness limites,; =
10.0, and the weightw is settable with a default value 1.0;

“w, 0q;) /] Scaling

VCP Router Algorithm

S.3 For the first “overload” load factorpf = (11)2), cut
R.1) For each incoming packet of sizg, update a counter: the congestion window once immediately with:

Noo— N+ /] Count (23) cund «— max(1.0, 8-cwnd) // VCP—MD (31)

where 5 = 0.875. Then, for a time period of length, +
srtt, first freezecwnd for onet, and second follow S.2 for
a <« EWMA, q(t)) /] Average (24) onesrtt, regardless of the value of the remaining load factors

R.2) When the queue sampling timey fires at timet:



TABLE |
VCP PARAMETER SETTINGS

[ Parameter] Value [ Meaning i

tp 200 ms | the link load factor measurement intervg :
tq 10 ms the router queue sampling interval - o
K1 0.98 the link target utilization reverse traffic
Kq 0.5 how fast to drain the router steady queue
tq 100 ms | the typical RTT value of a flow . . . . ’ )
P 0.25 how fast to probe the available bandwidth Fig. 6. A single-bottleneck topology with two-way traffic.
Kp 1.0/0.25| the MI adjuster, forp,; = (00)2/(01)2
@ 1.0 the Al parameter S reverse traffic
8 0.875 the MD parameter BRI IR IR ’
Omi 25 the traffic burstiness limiter for Mi s
Cai 10.0 the traffic burstiness limiter for Al forward traffic el
w 1.0 the default weight value (may change)
during this time period. (Even we do only one VCP-MD in A A A
this time period, since VCP builds upon TCP Reno, the loss- cross traffic

triggered MD might be performed as well. This happens when _ , _
the VCP-MD rate cut is not sufficient to bring the network ouf'd: 7- A multiple-bottleneck parking-lot topology: (= 9 s used).
of congestion.)

A. One Bottleneck

IV. PERFORMANCEEVALUATION Firstly we evaluate the performance of VCP for a single
In this section, we use extensive ns2 simulations to evalu&%ttleneCk shown in Figure 6, where the capacity, the rou_nd-
gnp propagation delay, the number of FTP flows and the arrival

the performance of VCP under different network topologie ﬁte of web flows may change. The basic setting is an 150Mbps

configurations and traffic load. For the purpose of comparisj o
we use similar network configurations as used in the X K with 80ms RTT where 50 FTP flows are on the forward

paper [27]. Our simulations cover a wide range of netwo&ath' There are 50 FTP flows on the reverse path. The changes

scenarios, such as link capacities in [1.5Mbps, 4Gbps], roufld then made over this basm setting to evaluate_ the Impact of
ach network configuration parameter. All the simulations in

trip propagation delays in [10ms, 1.4s], numbers of long-liveq,. . ) :
FEII?PI?IikIZ fgllovxlls in [1 yl(l)O(g] and arriv]al lrJates of shortgli\;\édﬁl"s subsection run for 120s or 300 RTTs, whichever is larger.
web-like flows in [&~!, 1006:-1]. In all the simulations For comparison purpose, in this subsection we use exactly the

L : . same network configurations as in Section 5.2 of [27], from
w wo-way traffic with con ion resul in the re- . I !
€ use two-way traffic congestion resulted e ich we reuse the XCP results in Figures®. (Note XCP

verse path. The bottleneck buffer size is always set to o : ) 2
bandwidth-delay product. The data packet size is 1000 byt gyes not provide maximal queue statistics.)
while the ACK packet is 40 bytes. All the simulations run Impact of Bottleneck Capacityn this simulation, we vary
for at least 120s to ensure that the system has reached stdBgypottleneck capacity from 1.5Mbps to 4Gbps, but fix other
state. The average utilization statistics neglect the first 208grameters. Figure 8 demonstrates that for all the cases, VCP
of simulation time. For all the time-series graphs, utilizatioalways keeps high utilization. As capacity increases, for the
and throughput are averaged over 500ms interval, while quetgses where the bottleneck capacity is larger than 10Mbps
length and congestion window are sampled every 20ms. W, per-flowcwnd of 2 packets), VCP's bottleneck maximal
use afixedset of VCP algorithm parameters shown in Tablequeue and average queue both decrease towards about 1%
for all the simulations in this paper. of the bottleneck buffer size and no packet gets dropped.
Our results demonstrate that, for a wide range of netwofRll the queue statistics in this subsection is in percentage
scenarios, particularly high BDP scenarios, VCP is able & bottleneck buffer size.) When the capacity is extremely
achieve comparable performance as XCP, i.e., exponentf@¥: €.9., 1.5Mbps (i.e., per-flowwnd of 0.3 packet), the
convergence onto high utilization, low persistent queue lengftottleneck average queue significantly increases to 83% of the
negligible packet drop rate and reasonable fairess, excbgffer size, resulting in 4% packet loss. This is due to the Al
that its fairness convergence is significantly slower than XCarameteior = 1.0 which is too large for such low capacity.
Due to utter complexity of the Internet and limitations of th&omparing VCP to XCP, we find the utilization gap is at most
simulation approach [16], although we have painstakingly rfiye, indicating that overall VCP achieves similar performance
more than 160 simulations for this paper and tried to maks XCP.
them representative (e.g., two-way traffic, different RTT, rough Impact of Feedback Delaye fix the bottleneck capacity
timer, parameter settings, etc.), we do not claim that theae150Mbps and vary the round-trip propagation delay from
simulations cover all, or even a major part of, the real-worliOms to 1400ms. As shown in Figure 9, when we vary the
scenarios. Conclusions are made to the extent that is covedethy between 10ms and 400ms, we notice that the bottleneck
by them. Nevertheless, we believe the results below still giewerage utilization is mostly around 92997%, the average
us substantial confidence on the performance of VCP. (maximal) queue is always less than 3% (12%) of the buffer



11

T
VvCcp —o—
XCP 1~

vCcp ——
XCP -+~

1k

0.9 : ~

Bottleneck Utilization

0.8 q 40%

Bottleneck Queue (% Buf)
Bottleneck Drops (% Pkt Sent)

07 : B 20% [~
Note x—axis is in log scale.

= % - o
1000 1 100
Bottleneck Capacity (Mbps)

0.6 i i i
1 10 100 1000 1

10 100
Bottleneck Capacity (Mbps) Bottleneck Capacity (Mbps)

(1) Bottleneck Average Utilization (2) Bottleneck Maximal/Average Queue (3) Bottleneck Drops

"
1000

Fig. 8. VCP with the bottleneck capacity ranging from 1.5Mbps to 4Gbps. (1) The bottleneck average utilization is always higher than 93%; (2-3) For most
cases ¥ 10Mbps), the bottleneck average (maximal) queue is lower than 4% (34%) of the buffer size and there is no packet drop. When the capacity is lower
than 5Mbps (i.e., the per-flow congestion window is less than one packet), the bottleneck average queue is large and a small percentage of packets (e.g., 4%
for the case of 1.5Mbps) get lost. Overall, VCP performs slightly worse than XCP. Note the logarithmic scale of the x-axis in these figures.
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Fig. 9. VCP with the round-trip propagation delay ranging from 10ms to 1400ms. (1) The bottleneck average utilization is mostly higher than 91%, except
three cases: 86.7% for 400ms, 88.8% for 570ms, and 89.4% for 1300ms; (2) The bottleneck average queue is always lower than 5% (mosthr2%6und 1%

of the buffer size. The maximal queue gets higher for delays larger than 1000ms, but is still less than 50% buffer size (see the text for explanation); (3) There
is no packet loss. The bottleneck average utilization performance gap between VCP and XCP could be as large as 12%, but the overall performance of VCP
is still comparable with XCP.
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Fig. 10. VCP with the number of long-lived, FTP-like flows ranging from 1 to 1000. (1) The bottleneck average utilization is always higher than 93%; (2)
The bottleneck average (maximal) queue is always less than 5% (38%) of the buffer size; (3) There is no packet drop. VCP performs slightly worse than
XCP in the bottleneck utilization. When the bottleneck is heavily multiplexed, e.g, with 800+ flows, VCP even slightly outperforms XCP.

size. When the delay exceeds 400ms, VCP performs woisesimilar and both of them drop no packet.
than the lower delay cases, with lower utilization and much

higher maximal queue length. (Note the logarithmic scale of 'MPact of Number of Long-lived Flows¥ith an increase
the x-axis in the figure.) The reason is that when the lodd the number of forward FTP flows (Figure 10 shows the

factor measurement intervg) = 200ms is much lower than results), we notice that the whole traffic gets more bursty,
the RTTs, the link load condition measured edghis not as shown by the increasing trend of the bottleneck maximal

reliable due to the busty nature of window-based control. THik€ue. However, even when the network is very heavily
can be counteracted by increasifig but the tradeoff is the Multiplexed by 1000 flows (i.e., the average per-flownd
link load measurement will be less responsive. Note in th

simulation all the flows have the same RTT, and we beliefB2n 38% of the buffer size. For all the cases, VCP behaves
the case for all the flows having similar large RTEs400ms) VeTY comparable to XCP.

is not a common condition in practice. Nevertheless, even forlmpact of Short-lived TrafficEinally we add web traffic into

the large RTT cases, the worst utilization is 86%, the highegle network. These short-lived web flows arrive according to
maximal queue is still less than 50% of the bottleneck buffgihe poisson process, with the average arrival rate varying from
size, the persistent queue length is around 2% buffer size and to 1000/s. Their transfer size obeys the Pareto distribution
there is no packet drops. Comparing to XCP, VCP's utilizatiojith an average of 30 packets (corresponding to the parameter
could be 12% less than XCP. But their average queue lengify,,._ — 1.35 in ns2). This setting is consistent with the real-
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Fig. 12. VCP with multiple congested bottlenecks. When either all the links have the same capacity (100Mbps), or the middle link #5 has lower capacity
(50Mbps) than the rest of the links, VCP consistently achieves high utilization, low persistent queue and zero packet drop on all the bottlenecks.
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Fig. 13. To some extent, VCP distributes bandwidth fairly among competing flows with either equal or different RTTs. (1) The bottleneck bandwidth gets
evenly allocated to all the flows if the RTT ratio is within 4. Beyond that, flow throughput distribution spreads wider when the RTT heterogeneity is significant,
with the throughput ratio of up to 5 given the RTT ratio of up to 8; (2) The bottleneck utilization keeps higher than 95% after the starting period; (3) Even
for the case of significant RTT heterogeneity (i.e., 48r830ms), the bottleneck queue remains very low, given the buffer size of 2080 packets. Compared
with the results in [27], VCP performs much better than TCP+RED/REM/AVQ/CSFQ and is close to, though not as good as (for AfR3@0m<ase),

XCP.

world web traffic model [10]. As shown by Figure 11, thealirection. We run two simulations. First, all the links have
bottleneck always maintains high average utilization with lodlOOMbps capacity. Second, the middle link #5 has the smallest
gueue length and zero packet drop, quite similar to XCP. capacity of only 50Mbps, while all the others have the same

Across a wide range of network configuration, these simgapacity of 100Mbps.
lations demonstrate that VCP can achieve comparable perforFigure 12 shows that for both cases, VCP performs as good
mance to XCP in a one-bottleneck scenario. Note this res@f in the single-bottleneck scenarios. When all the links have
is achieved with a fixed set of VCP parameters, indicating tiée same capacity, VCP achieves higher than 93% average
robustness of the VCP algorithm. utilization, less than 0.2%-buffer-size average queue length
and zero packet drops at all the bottlenecks. When we lower
the capacity of one of the links in the topology, the average

i utilization increases to 95%, with the largest maximal queue
Next, we study the perfo_rmance?- of VCP using a MO presenting only 2.7% of the buffer size.
complex network topology with multiple bottlenecks. For this

purpose, we use a classic parking-lot topology with nine links, )

as shown in Figure 7. All the links have a 20ms one-wdy- Fairmess

propagation delay. There are 50 FTP flows traversing all theTCP flows with different RTTs achieve bandwidth allocation
links in the forward direction, and 50 FTP flows traversinthat is proportional tol/ rtt* wherel < z < 2 [36]. VCP

all the links in the reverse direction as well. In addition, eachlleviates this issue to some extent. Here we look at the RTT-
individual link has 5 cross FTP flows traversing in the forwarthirness of VCP. We have 30 FTP flows sharing a single

B. Multiple Bottlenecks
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Fig. 15. VCP is robust against and responsive to sudden, considerable traffic demand change. Here 40 FTP flows join the system of 10 FTP flows (with
heterogeneous RTTs of 60m&05ms) at 40s and leave at 80s. (1) The 10 flows’ congestion windows adapt quite responsively to the sudden demand changes
at 40s and 80s; (2) The bottleneck quickly ramps up to high utilization in 4 seconds after the departure of the 40 flows at 80s; (3) The bottleneck queue gets
only slightly more bursty with all the 50 flows active. It remains small throughout the simulation, comparing to the buffer size of 1025 packets.

90Mbps bottleneck, with 30 FTP flows on the reverse pathending packets 100s apart at Os, 100s, 200s, 300s and 400s,
We perform three sets of simulations for three cases: (a) samaspectively. The reverse flows are always on. Figure 14
RTT; (b) small RTT difference; (c) huge RTT difference. Wéllustrates that VCP’s AIMD mechanism reallocates bandwidth
will see that VCP is able to allocate bottleneck bandwidtto new flows whenever they come in without affecting its high
fairly among competing flows, as long as their RTTs are natilization or causing large instantaneous queue. Note these
significantly different. This capability degrades as the RTiows have different RTTs. The RTT heterogeneity is effec-
heterogeneity increases. tively compensated by the parameter scaling in Section III-C
First, all the forward FTP flows have a common RTT of— otherwise, the flow with the smallest RTT will claim more
40ms. As shown in Figure 13, the link capacity is very evenlgandwidth than the ones with larger RTTs. Finally, due to the
distributed among all the flows. An average utilization of 96%eason discussed in Section I1l-D, VCP’s fairness convergence
is achieved with an average queue of 5 packets (less than 12&es much longer time than XCP. This is the price that
buffer size), maximal queue 39 packets (or 8.7% buffer sizeh end-host based scheme without using precise bandwidth
and no packet drops. Second, when the flows have small Rififormation has to pay.
difference, we notice that the bandwidth sharing is again very
fair. And other performance matrices are also similarly good.
Third, the flows have significantly different RTTs - 40ms to Sydden Demand Change: this simulation, traffic demands
330ms (i.e., RTT ratio of about 8). This seems to stress tBRange suddenly and considerably. We start the simulation
protocol. VCP can not distribute the bandwidth falrly betweemth 10 FTP flows Sharing an ]_OOMbpS bottleneck. They have
the flows that have huge RTT variation (with throughput ratiRTT from 60ms to 105ms, 5ms apart. There are 10 FTP flows
of up to 5). However, the bottleneck remains highly utilizechn the reverse path as well. At 40s, 40 new forward FTP flows
the persistent queue is very low and no packet gets droppggcome active. Then they leave at 80s. Figure 15 clearly shows
that, at 80s when the departure of four fifth of the total traffic
creates four-fold available bandwidth for the remaining flows,
the system quickly discovers this and ramps up from 25%
All the previous simulations focus on the long-term, steadyjtjlization to 95% in about 4 seconds! Notice that during the
state behavior of VCP. Now we investigate its short-terggjustment period, even though the bottleneck queue is more
dynamics. bursty, it remains very low. This simulation shows that VCP
Convergence Behavioln this simulation, a single 45Mbps is responsive to sudden, significant decreases/increases in the
bottleneck is shared by 5 FTP flows that have 40ms, 50nasailable bandwidth. This is no surprise because VCP switches
60ms, 70ms and 80ms RTT, respectively. There are alsadsthe MI/MD mode which by nature can trace any bandwidth
FTP flows in the reverse direction. The forward flows staghangeAbw in logarithmic timeO(log (Abw)).

D. Dynamics
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Fig. 16. VCP is able to allocate differential bandwidth among competing flows of heterogeneous RTTs. Flow #1, #2 and #3 have 60ms, 80ms, 100ms RTT
and a weight of 3, 2, 1, respectively. They share a 10Mbps bottleneck. (1) Bandwidth is allocated among three flows accordingly to their weights; (2) The
bottleneck queue remains low all the time. (3) This separate set of simulations evaluate the achievable weight range. Among 10 flows of different RTTs in
[60ms, 150ms], one of them (either flow #1 with 60ms RTT, or flow #5 with 100ms RTT, or flow #10 with 150ms RTT) has awveiglting from 1 to

20 and all the others have a unit weight. The specified weights are all quite accurately achieved for flow #1, but the highest weights that flows #5 and #10

obtain are only 15.2 and 6.6, respectively, indicating the effect of their larger RTTs.

E. Bandwidth Differentiation 70

Finally we show VCP's bandwidth differentiation capability. £ _ | rascwi = siow s
In our first simulation, a 10Mbps bottleneck is shared by 3 FTP,
flows with different RTTsrtt; = 60ms, rtto = 80ms, rtts =
100ms, and different weightsy; = 3, we = 2, wz = 1. They
all start at Os but stop at 40s, 80s, and 120s, respectively.
There are also 3 reverse FTP flows that are always on and
all with weight 1. Flgl.,ll’es'16(.1)—'(2) clearly demonstrate thaFE . 17.  The congestion window dynamics of two flows with dramatically
the bottleneck bandwidth is distributed among the three ﬂowgerent RTTs (50ms vs. 500ms). Due to its longer delay, the larger-RTT flow
according to their specified weights without introducing larg@ways slides its mode later than the small-RTT one (see the regions labeled
queue in the bottleneck. as A, B, C). However, the effect of this asynchronous switching is limited by

In our second set of simulations, we evaluate the range\é?P and does not prevent it from achieving efficiency and fairness.
weights achievable. We have a bottleneck of capacity 100Mbps
shared by 10 FTP flows of heterogeneous RTT ranging fr
60ms to 150msift; = 50 + 10 x ¢ ms fori = 1,2,...,10).
One flow has a varying weight ifil, 20] while others have  From an efficiency perspective, VCP’s goal is to bring and
the same unit weight. There are also 10 reverse FTP flows @lhintain the system to a high utilization regime and restrict
with unit weight. We simulate three cases with the weightaflode switching between Al and MD. While Ml enables VCP
flow being flow #1 (60ms RTT), #5 (100ms RTT) and #1@o quickly reach high link-utilization, VCP has several built-in
(150ms RTT), respectively. Each simulation runs for 150mechanisms to enable the system to remain in that state. One
Figure 16(3) shows the achieved bandwidth ratio between thech important mechanism is the scaling of Al/MI parameters
weighted flow and the average of all the others. The achievigdthe case of flows having different RTTs. While one may
weight range for flow #1 is [1.0, 20.4], closely matching thargue that this scaling treats flows alike irrespective of the their
specified wights, while flows #5 and #10 achieve only [1.RTTs which may seem undesirable, this behavior is critical
15.2] and [1.0, 6.6], respectively, indicating the influence @b avoid oscillations. Specifically, this scaling is essential to
their larger RTTs. All these results are achieved while thsrevent a flow with a very low RTT to apply MI several times
bottleneck is highly utilized with low persistent queue. within the same router load factor measurement period. Other

RTT heterogeneity does limit the bandwidth differentiatiomechanisms that VCP uses to maintain high efficiency include
achievability, as shown in Figure 16(3). This is due to thenhoosing an appropriate value of the MD parameter to remain
relationship between bandwidth differentiation and burstinegsthe high utilization regime, the safety margin between Ml
thus introduced into the network. The resulting burstinesgd Al, and applying burstiness limiters.
will in turn affect if the targeted bandwidth differentiation is For fairness, as discussed in Section 1lI-C, there are two

achieved or not. major concerns: (1) Since RTT is the inherent control cycle
of window-based schemes, small-RTT flows probe bandwidth
V. DiscussIONs faster than large-RTT flows; (2) A flow with higher RTT
Since VCP switches its control between MI/AI/MD algo-switches from MI to Al later than its lower-RTT counterparts
rithms based on the load factor feedback, concerns naturallyd thus may gain an unfair share. The first issue is handled
arise on the effect of mode sliding on system stability ardy the RTT scaling in Equations (13)-(16). The second issue
bandwidth allocation efficiency and fairness, particularly wheis addressed by the MI burstiness limiter,; (in the source
RTT heterogeneity is significant. In this section we discuss thest algorithm S.1). To further illustrate this, Figure 17 shows
efficiency, fairness and stability issues and comment on ttiee congestion window evolution of two flows with RTT
incremental deployment aspects of VCP. of 50ms and 500ms traversing a single 10Mbps bottleneck.

T
flow with rtt =_50ms
flow with rtt = 500ms

50

oW (packets

Congestion Wind

% Influence of Mode Sliding on Efficiency and Fairness
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At 4.26s, the 50ms-RTT flow switches from MI to Al; theC. Making VCP TCP-friendly

500ms-RTT flow, however, keeps doing MI until 4.58s due \ye define a VCP flow to b&CP-friendlywith a competing

to its longer delay. During this 0.32s interval, the 500msrcp flow if the steady state throughput of the TCP flow
RTT flow's congestion window gain due to Ml is limited bymatches what it would when competing with a normal TCP
omi- After that, it finally enters the Al phase which lasts fofqy [42][13]. However in high BDP networks, a VCP flow
many rounds. The extensive simulation results in Sections I¥yould be able to leverage the additional bandwidth unused
B~ IV-E, where we always use heterogeneous RTT settingsy the TCP flows while not affecting the throughput of TCP
validate that VCP limits the effect of asynchronous modgrws, Because VCP operates with AIMD in steady state, it is

switching due to delay difference. straight-forward to tailor it to exhibit TCP-friendly behavior.
At the end host, to match TCP’s Al parameter, we need to
B. VCP Stability change the VCP Al parameter to= 2= = 0.2 according

We consider the stability of VCP based on the simplifielp the TCP-friendly general AIMD formula [S0]. At the router,
model in Section II-C. VCP is a variable-structure system witfhen the encoded load factgf = (11),, we replace the
two components: MIMD and AIMD. We have to consider botlriginal deterministic ECN marking with a probabilistic one
components as well as the mode sliding between them. THElar to RED. For TCP sources, in accordance with the
stability of AIMD has been well-established by [9] and [19]ECN proposal, the encoded load fact8),, (01); and(10),
Therefore we focus on MIMD and the sliding function. correspond to no congestion, whilél), to congestion.

Consider a topology of one bottleneck of capacitysed by
N flows i € [1, N] with identical, constant RTTs. Assunvé, D. Incremental Deployment
rtt; = T. The source host has a congestion window;(f)  |f VCP is to be gradually deployed on the Internet, the
at any timet. As shown in Figure 1, whenever a load factogeployment could follow the similar path as CSFQ [47] and
p(t) arrives at the source, due to the delay it was calculatk@&p on an island-by-island basis. Therefore, even though VCP

with the aggregated source sending rate at el looks simpler than XCP, the deployment cost is quite similar,
S wi(t —T) not much less. The deployment, however, will still benefit
plt) = =—F7—- (32)  from VCP's simplicity: It does not need a new field in the

IP header; the needed two-bit space has been standardized
for congestion control purposes by the current ECN proposal
and VCP uses it in a way that is a natural generalization of

It triggers an update on the Ml parametg¢t) in Equation (3).
Due to the MIMD rule in Equation (2), we have

() w;(1) () ECN. From the end hosts perspective, VCP can be made TCP-

' T friendly, as described earlier. On the network side, as we have

) w;(t) N cT 1 (33) shown, the VCP router is scalable in that it does not keep
T Swi(t—T) ' any per-flow state and its algorithm complexity is very low.

_ T ; This makes it deployable in high speed core networks. The
Lety(t) = D wilt) (obviouslyy(t) > 0), we get traffic inside an VCP island will immediately enjoy VCP’s

. K i T 34 capability of maintaining high utilization, low persistent queue
y(t) = 7oy®) -0 -yt (34) " and minimal packet drop. The cross traffic that passes an VCP

It is called delayed logistic differential equation. Its stabilitysland between two border routers will be mapped onto an
has been well-understood [32]: < 3/2, then it is globally VCP flow from the ingress router to the egress router. These
asymptotically stable with the equilibrium = 1. border routers do need to keep per-VCP-flow state. However,

We now discuss the mode sliding between MI, Al andince the VCP flow is aggregated from the passing micro-
MD. Under normal conditions, the system mode slides #6Wws. this will not cause scalability problems.
MI — Al < MD. If somehow the system switches from MD
directly to MI, thanks to the scaling of the MI/Al parameters VI. RELATED WORK
in Section IlI-C, if there is no significant change in traffic This work builds upon a great body of related work, partic-
demand, it will then slide into Al regardless of the length ofilarly XCP [27], TCP [19][40], AIMD [9] and ECN [45][46].
RTT. Further, to prevent the system from oscillating betwe&@ongestion control is pioneered by TCP [19] and the
MI and MD, we usep; = 0.8 to separate Ml and Al, and setAIMD algorithm [9][22]. The research on AQM starts from
the MD parameters = 0.875. This way, a safety margin of RED [15][4], followed by Blue [12], REM [2], Pl con-
7.5% is provided. troller [18], virtual queuing [17], AVQ [34], and CHOKe [43],
Obviously, formal analysis on the mode-sliding functiortc. A nonlinear optimization framework provides these works
is still an open question. So, in this paper we rely on thee theoretic underpin [29][39][33][28]. Below we relate VCP
extensive simulations in Section IV to evaluate its influence d@a three categories of congestion control approaches.
the stability of VCP, which demonstrate substantially positive Explicit rate based schemeXCP regulates source sending
results, even for very high bandwidths (up to 80Mbps per flowate with decoupled efficiency control and fairness control and
or large delays (up to 1.4s RTT). We also remark that TCP aghieves excellent performance. ATM ABR (e.g., see [21]
also a variable-structure control — its slow-start is Ml. VCP'and the references therein) previously proposes explicit rate
load factor-guided Ml is at most as fast as TCP slow-start.control. VCP learns from these schemes. However, VCP is
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primarily an end-host based protocol. This key differenadelay product networks called VCP. Based on extensive ns2

brings new design challenges not faced by XCP and thus VGiulations, we show that VCP can largely approximates

is not just a “two-bit” version of XCP. The link load factor isXCP’s performance while requiring only two bits of conges-

suggested as a congestion signal in [21], based on which V@éh feedback from the network. Given that the two-bit network

guantizes and encodes it for a more compact representatiofiegfdback can be embedded in the ECN bits in the IP header,

the degree of congestion. QuickStart [20] occasionally use&/&P becomes an attractive solution since it does not require

number of bits per packet to quickly ramp up source sendiagy IP header modifications.

rate. VCP is complementary to QuickStart in that it constantly A few questions remain unaddressed. First, how much

uses two bits per packet. additional benefit can one get using more bits of network
Congestion notification based schemEsr high BDP net- feedback? Second, to what extent pure end-to-end congestion

works, according to [27], the performance gap between XG®ntrol mechanisms scale for high BDP networks? Finally,

and TCP+RED/CSFQ/REM/AVQ with one-bit ECN supporfrom a deployment perspective, what is the right type of

seems large. VCP generalizes one-bit ECN and applies sotoagestion control for high BDP networks?

ideas from the above schemes. For example, RED’ EWMA

queue-a\_/eraging idga, REM’S ma_tch-ratejclear—buﬁer idea _and VIIl. A CKNOWLEDGEMENT

AVQ's virtual-capacity idea obviously find themselves in o

VCP’s load factor calculation in Equation (6). This paper The authors are grateful for the insightful comments from
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