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Abstract

TCP congestion control [9] is designed for network stability, robustness and opportunistic use of
network bu�er and bandwidth resources on an end-to-end per-connection basis. Upon detecting
packet loss, TCP infers congestion and trades o� per-user goodput for network stability. Speci�cally,
TCP throughput can be approximated by a function which is inversely proportional to the round
trip time, the timeout delays and the square root of loss probability [16].

While the use of packet loss as an indicator of congestion is a robust technique, packet loss itself
has a profound e�ect on performance { especially in terms of the variance in goodput seen by
individual connections. This \fairness" problem also results in what is commonly known as the
\World Wide Wait" experienced by a majority of interactive Internet applications such as WWW
or ftp. Another auxiliary problem in TCP congestion control is the lack of control over bottleneck
queueing delay due to the end-to-end nature of control.

In this paper, we evaluate three proposed solutions for these problems - an improved drop scheme
(RED), a bit-based explicit congestion noti�cation scheme (ECN) and a scheme which explicitly
and transparently controls TCP rate (Packeteer TCP rate control). Our studies indicate marked
improvements in fairness as we move from RED through ECN to TCP rate control. All schemes
control bottleneck queueing delay, but trade o� other measures such as drop rate, utilization and
fairness, with TCP rate control exhibiting the best performance in terms of all metrics. In terms
of deployment exibility, TCP rate control and RED allow widespread and immediate deployment
because they are transparent to hosts (ECN is not because it requires TCP protocol modi�cations).
The minimal state requirements and protocol transparency of RED allows it a large deployment
space.

1 Introduction

TCP congestion control is designed for network stability, robustness and opportunistic use of net-
work bu�er and bandwidth resources on an end-to-end per-connection basis [9]. Using a robust
technique to detect packet loss (timeout or triple-duplicate acks [21]), TCP infers congestion and
trades o� per-user goodput for network stability. Speci�cally, TCP throughput is known to be a
function which is inversely proportional to the round trip time, the timeout delays and the square
root of loss probability [16].

Besides stability and robustness, one could apply the following generic evaluation criteria to evaluate
congestion control schemes. First, network operators evaluate performance by looking at a balance
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between high utilization of bottleneck links, low average queue length and low packet drop rate.
Second, users of the network evaluate performance (assuming in�nite ows) based upon per-ow
goodput as seen by the application (approximated by the combination of average and standard
deviation of goodput). In particular, users desire average goodput to be as high as possible, and
the standard deviation in goodput close to zero.

Based on these measures and the TCP throughput function [16], we observe that variance in
parameters such as round trip times (RTT), drop probabilities or timeout delays leads to variance in
per-ow goodput [10]. Since packet drop characteristics a�ect all three parameters (queueing delay
component of RTT, drop probabilities and timeout occurrences), the problem of TCP performance
optimization is greatly a�ected by drop characteristics.

In this paper, we evaluate the following network-based and end-to-end enhancements for addressing
the issue of enhancing TCP performance:

� Random Early Detection (RED): an active queue management technique [7, 3],

� TCP-explicit congestion noti�cation (ECN): which uses a one-bit explicit congestion
noti�cation instead of using packet drop as an implicit noti�cation [19, 8], and

� Packeteer's TCP Rate Control: a network-based solution which controls the left and
right edges of the TCP window, and shapes the TCP acknowledgment stream [15].

Our studies indicate marked improvements in fairness (as measured by the standard deviation
in goodput and covariance) without signi�cant tradeo�s in other metrics as we move from RED
through ECN to TCP rate control. All schemes control bottleneck queueing delay, but trading o�
other measures such as drop rate, utilization and fairness, with TCP rate control showing the best
performance. However for short transfers on low speed links, RED and ECN tradeo� fairness to
achieve improvement in the total number of transfers as measured over a medium sized simulation
time-window.

In terms of deployment, TCP rate control and RED o�er the fastest route to immediate and
widespread deployment. The minimal state requirements and protocol transparency of RED allow
it a greater available space of deployment scenarios. TCP rate control has been shown in practice to
be applicable in enterprise intra-nets, access points to servers/data centers, and in edges of service
provider networks [15] (in general at edges nodes where microows can be examined).

This paper is organized as follows. Section 2 discusses in more detail the issues regarding TCP
performance, followed by Section 3 which gives a description of the solution alternatives considered.
The performance analysis section (Section 4) is split into sections describing metrics, parameters and
con�gurations (Sections 4.1, 4.2) and simulation results (Section 5). We summarize our observations
and conclude in Section 6. Appendices A.1, A.2, A.3 examine performance results based upon
additional parameter dimensions.
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2 TCP Congestion Control Issues

The TCP congestion control protocol [9] builds upon reliability mechanisms in TCP such as win-
dows, timeout, and acks to provide robust control. However, its dependence on packet loss for
congestion detection leads to unfairness and little control over bottleneck queueing delays.

Speci�cally, until a packet is dropped TCP �lls up bandwidth and bu�er resources leading to
large queues. One way to reduce queueing delay is by dropping packets. But naive drop schemes
like drop-tail can lead to burst dropping of packets from all participating connections, which then
timeout simultaneously. Such burst dropping leads to cycles of underutilization, window increase,
followed by tail drop again. This is commonly known as \TCP synchronization" [7] - not a desirable
tradeo� for the network operator.

So the question of optimizing queueing delay without a�ecting user metrics - average and variance
in per-connection goodput - adversely is still open. Since drop characteristics a�ect these metrics,
we carefully examine the e�ect of drop characteristics next. Also note that congestion control
issues are exacerbated by non-uniform TCP/IP stack implementations and the use of di�erent
initial window and RTO parameters.

2.1 Packet Drop Characteristics and TCP performance

The e�ect of packet drop characteristics can be classi�ed under three headings: cost of each packet
drop, optimization/fairness issues, and scaling issues.

Scaling issues due to packet drop costs: Every packet drop has a non-negligible and non-
linear cost for connections which experience it. This is partly because detecting drop ro-
bustly requires a timeout [21]. There are two components to this cost: delay cost and band-
width/bu�er overhead cost.

Delays occur in the form of retransmission and timeout (detection) delays. These delays
translate into lower goodput on a per-source basis (a user metric { shows up as higher variance
in goodput). The delay component of packet drop cost increases in high speed links. Recent
experimental evidence suggests that a majority of retransmissions are due to timeout, and not
due to fast retransmission [16, 1]. Further, the same studies suggest that multiple successive
timeouts occur with a non-trivial frequency [16] leading to even greater delay-cost due to timer
back o�. These observations con�rm the fact that packet drop today results in signi�cant
delay costs.

The second component of drop-cost is the overhead cost. This consists of bandwidth/bu�er
resources expended for transporting the dropped packet to the bottleneck and the additional
resources expended for retransmission of packets. Our simulations indicate that in many cases
with TCP Reno between 7-8 packets are retransmitted for every lost packet { partly a result
of timeouts and the go-back-N retransmission strategy of TCP. Overhead cost manifests as
lower aggregate goodput when compared to utilization (and aggregate throughput).

The aggregate overhead component of packet-drop-cost increases with number of active ows
at the bottleneck. With the Internet expected to scale to a billion hosts, it is easy to imagine
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a large number of ows at core bottlenecks in the Internet. Under such conditions, a huge
number of packet drops (distributed over su�cient number of sources) would be required to
reduce congestion adequately.

Appendix A.2.1 shows that the overhead and delay costs appear particularly in smaller
RTT/large bandwidth situations even for a moderate number of ows (100 ows). With
larger RTT con�gurations (Appendix A.3.1) we see that aggregate goodput is low in both
10 and 100 ows-based simulations.

Optimization Issues: Though the use of packet drops as a congestion indicator is a robust tech-
nique, distribution of packet drops among active connections in a fair manner to a�ect goodput
equally is a non-trivial optimization problem.

For example, we know that when a source experiences packet loss, it is an indication of a
congestion event. But the occurrence of congestion event at a bottleneck does not imply that
at least one packet from all active ows are dropped, or should be dropped. This ambiguity
introduces unfairness because some ows may back o� while others do not. Further, multiple
packet loss events experienced by a source do not imply multiple congestion events in the path
- packet losses may be correlated. It is known only that packet losses spaced by at least RTT
can be considered independent [2].

Common TCP Reno-derived implementations further complicate this optimization problem
because they do not �lter loss-indications well enough to determine (a smaller set of) conges-
tion events. For example, a burst drop of three or more packets with nearby sequence numbers
would result in multiple window decreases followed by a timeout. Since only a subset of ows
experience this phenomenon, the fairness/optimization problem is exacerbated. We observe
these problems in sections 5.1.1, 5.2.1, A.2.1 and A.3.1. Given these types of issues in opti-
mization of per-ow TCP goodput (and its variance across ows), it is worthwhile to consider
a non-packet-drop based strategy as a primary method for TCP performance optimization.
Packet-drop based control would be a robust backup method.

2.2 Summary of Issues

In summary, we see the need to reduce drop rate without losing control over congestion. Ideally,
congestion control which is decoupled from packet loss and RTT (until loss occurs) would exhibit
better fairness properties. These techniques could then also be leveraged to provide control over
queueing delay. It is also important that solutions be immediately deployable and allow partial
deployment. Network-based solutions have an advantage over end-to-end solutions in this regard.
Finally the solution needs to exhibit good scalability properties.

The Internet Engineering Task Force (IETF) and independent researchers have proposed several
improvements to TCP/IP-based control at the transport and network layers. The Random Early
Detection (RED) bu�er management strategy was designed to break the TCP synchronization
problem, primarily through randomization and non-bursty early packet dropping (before the bu�er
was full). Proposed transport layer (end-to-end) enhancements include the fast retransmit and
recovery (FRR) algorithms [22], and selective acknowledgments (SACK) [14]. The Explicit Con-
gestion Noti�cation (ECN, one bit explicit feedback) scheme [19] requires both end-to-end and
network support. Network-based enhancements are aimed at improving fairness and throughput.
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These include mechanisms like scheduling [5], improved packet discard policies [7, 6, 13, 12] and
explicit rate control of TCP [20, 15].

The end-to-end proposals aim to provide better �ltering to detect congestion events from loss events,
improved retransmission, and attempt to reduce the occurrence of timeouts. Providing fairness and
queueing delay control have required some form of network-based support. In this paper we shall
study the fairness, queueing delay and loss control characteristics of three proposed schemes: RED,
ECN and Packeteer's TCP rate control.

3 Solution Approaches Evaluated

This section briey describes the solution approaches evaluated in this paper: Random Early De-
tection [7] (RED), Explicit Congestion Noti�cation [19, 8](ECN), and Packeteer's TCP Rate Con-
trol [20, 15].

3.1 Random Early Detection (RED)

Random early detection is a active queue management technique proposed by Sally Floyd and Van
Jacobson. Congestion is detected by monitoring the average queue size: if the average crosses
a lower threshold (min thresh), then congestion indications are given to connections based on a
probabilistic function. The function aims for an average spacing between packet drops (to avoid
burst drops) and uses randomization in the selection process. The probability that the router
noti�es a particular connection to reduce its window is roughly proportional to that connection's
share of the bandwidth through the gateway. The RED gateway has no bias against bursty tra�c
and thus tackles the problem of global synchronization.

Congestion indications may be in the form of either by dropping a packet (RED) or by setting
the ECN bit in the IP header [19] (ECN). When the average queue crosses a second threshold
(max thresh), all incoming packets are dropped.

A positive feature of RED is that it does not store per-ow state. The absence of per-ow state
makes it immediately deployable at any queueing point in the Internet and it is amenable to partial
deployment. Our simulations indicate that it keeps utilization high, queue length and drop rate
relatively low in the steady state, providing a good tradeo� for the operator. It also solves the TCP
synchronization problem, reduces bias in dropping through randomization and attempts to space
drops apart.

However, when a large number of connections, or several connections are in the slow-start phase
simultaneously, the RED upper threshold (max thresh) might be hit leading to drop-tail like charac-
teristics such as unfairness. Further, when there are a large number of connections, all of them may
not get congestion indications { leading to unfairness. We have observed that this problem cannot
be avoided by changing RED parameter settings since the parameters are not all independent.
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3.2 Explicit Congestion Noti�cation (ECN)

ECN is a solution that involves both end-systems and bottlenecks [19]. Bottlenecks may give a single
bit indication for congestion instead dropping packets. In practice, bottlenecks may set bits to aid
end-to-end congestion avoidance algorithms, but drop packets when congestion is not controlled.
The recommended behavior is to set the congestion experienced bit in an ECN-Capable packet only
if it would have otherwise dropped the packet. If the bit is already set, the packet transmitted as
usual. The original idea of a bit-based feedback mechanism was proposed by Ramakrishnan and
Jain in the Decbit scheme [18].

In TCP-ECN, the end system TCP implementation is upgraded to respond to network congestion
indications in the form of the ECN bit. The response to an ECN-bit is essentially the same as the
congestion control response to a single dropped packet, i.e, the source TCP is required to halve its
congestion window. Further, the ECN-capable-TCP reacts to congestion indications (packet drops
or ECNs) at most once per window of data (i.e. roughly at most once per round trip time). This
avoids the TCP Reno problem of reacting multiple times to congestion indications within a single
round trip time.

The advantage of the ECN technique is to decouple congestion indications from packet loss. The
explicit indication removes any ambiguity as to whether the loss was caused due to reasons other
than congestion. It promotes congestion avoidance and improves performance of short transfers
which would be most adversely a�ected by even a single packet drop. However, since only a single
bit is used, it is di�cult to reduce the throughput dependence on round trip times { i.e., fairness
issues remain. The most signi�cant problem is the need for participation by both routers and end
systems leading to possibly slow deployment. Currently ECN is in an experimental phase at the
IETF.

3.3 TCP Rate Control

TCP rate control is a technique where the rate of a TCP ow is directly and explicitly controlled
[20, 15]. Packeteer's rate control solution (product called \PacketshaperTM") exploits the fact that
TCP's rate is determined by a) the rate of acknowledgments, b) the acknowledgment
number and, c) the receiver maximum window size �elds (the last two variables determine
the left and right edges of the TCP window).

Speci�cally, given a constant window size, the TCP rate is equal to the rate of the \ack clock"
i.e. the stream of acknowledgments. Control of the ack rate also smoothes out burstiness in TCP
transmission. Also, the packetshaper can tradeo� acknowledgment queues in the reverse direction
(which can be optimized even further by compressing the information) for packet queues in the
forward direction [20]. Observe that packet storage in queues can be considered to be maintainence
of per-active-ow state. Based upon this de�nition, the packetshaper in fact reduces the amount
of aggregate per-ow state (packets + acks). Further, since acks incur lesser transmission delays,
ack shaping results in reduction in aggregate queueing delays experienced by the connection at the
bottleneck.

The discussion above assumed a constant TCP window. But, the TCPwindow is not a constant - the
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right edge of the window is controlled by the CWND (congestion window) variable and the receiver
window �eld in TCP acks; and the left edge of the window is controlled by the acknowledgment
number �eld in TCP acks. The packetshaper therefore uses the two �elds - the receiver window
�eld and acknowledgment number �eld - to control the size of the window. The control of the
window in addition to ack shaping allows packet shaper to control aggregate queueing delays as
well as individual TCP throughput at a �ne granularity.

In addition, when placed at key bottlenecks in the system, the packetshaper can dynamically divide
the available capacity among the contending ows in a fair manner using a combination of policy
rules, a scheduling algorithm and a dynamic rate calculation algorithm. Speci�cally, allocated
capacity temporarily unused by a bottlenecked ow is fairly distributed to other contending ows
to achieve max-min fairness [4, 20]. Observe that using this technique, packetshaper can rapidly
and accurately adapt to dynamic capacity changes. We hypothesize based upon our current set of
simulation results that RED and ECN would not have such response characteristics under conditions
of highly variable available capacity.

Similar techniques for calculating rate allocations have been developed for the ATM Available Bit
Rate (ABR) service and the reader is referred to [11], chapter 3 for a survey of these schemes. A
striking feature in this class of schemes is that max-min fairness can be achieved even with FIFO
queueing, given explicit rate feedback. The calculated rate allocation is enforced by a) controlling
the ack rate, and b) control of window edges after translation of rate into a window value. Rate-
to-window translation requires knowledge [20] of round trip times which can be estimated at the
packetshaper.

The remarkable feature is that TCP rate can be completely controlled only by training the ack
stream, and the solution is transparent to end systems (TCP) or routers. Due to patent and com-
mercial reasons, we cannot reveal more details of the core algorithms, but the features mentioned
above serve to di�erentiate it su�ciently from RED, ECN and scheduling schemes such as WFQ, or
CBQ. The packetshaper product contains several other features to handle non-TCP ows, schedul-
ing, other TCP grooming and behavior enforcement functions applicable to di�erent speeds and
handles implementation di�erences.

Packetshaper works best when the TCP packet and ack ow are accessible to it, and can perform
the core functions even under limited asymmetry (eg: ack ow alone accessible). Since it requires
reading and writing into TCP headers, these headers should be accessible (eg: not encrypted or
authenticated). Though it maintains per-ow state, through information compression, the storage
and state requirements scale very well (products supporting over 20,000 simultaneous ows are
now in operation). Due to the �rst two of these constraints, the solution is more applicable to
network edges rather than cores. In this deployment space, it is as easily deployable as RED and
is transparent to hosts and routers. Note that ECN does not share the advantage of deployability
since it requires changes to host TCP implementations.

4 Performance Analysis

The following sections present our performance analysis of the three solution alternatives: RED,
ECN and TCP rate control. We use the high level model shown in Figure 1 to guide our evaluation.
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Figure 1: Performance Model

Speci�cally, we consider the system (of TCP ows in this case) as a black box to which is input a
set of parameters and workloads (parameters include the choice of the scheme, con�gurations etc)
and the output is a set of metrics which evaluate the tradeo� among various resource constraints
in the system. The next two sections explain the choice of metrics and parameter dimensions
explored in this evaluation.

4.1 Metrics

As mentioned briey in the introduction section, we classify metrics into two major categories: user
metrics and operator metrics. While the operator metrics are the same for all simulations, we use
two sets of user metrics for simulations involving in�nite transfers and �nite (short) transfers.

Operator Metrics: The operators key resources are bandwidth and bu�ers. The operator is
willing to tradeo� bu�er resources to ensure high utilization of bandwidth. But high queueing
delays or drop rates are undesired for supporting customers' interactive applications such as
ftp or WWW. The operator metrics we consider are:

Average link Utilization : low link utilization, given adequate load is unacceptable.

Average Queue Length : Low average queue lengths imply lower average queueing delay
experienced by participating connections. Prefer low queue lengths combined with high
utilization.

Maximum Queue Length : Very high maximum queue lengths indicate high bu�er re-
quirements.

Packet drop rate : Packets dropped represent wasted bandwidth and bu�er resources on
upstream links. As discussed earlier packet drop also has a high cost for users, but is
unavoidable during congestion. In�nite ows which are not rate controlled also require
packet drops as congestion indicators.
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User Metrics for In�nite (long) Transfers: The user is interested in his/her per-ow goodput
for in�nite ows (requires N metrics where N = number of ows). But for brevity, we
use the average and standard deviation in goodput as metrics. The goodput excludes the
retransmission rate and includes the e�ect of retransmission and timeout delays.

Average (per-ow) Goodput : (� goodput) This quantity should be as high as possible.
Ideally, for a single bottleneck, average goodput times number of sources should equal the
product of utilization and bandwidth, where utilization is as close to 100% as possible.

Standard deviation in (per-ow) goodput: (� goodput) This quantity is a rough mea-
sure of fairness. As explained earlier, the throughput (and consequently the goodput)
are a�ected by the drop probability, round trip times and timeout delays. Schemes which
reduce the magnitude of the latter parameters or the dependency of throughput on these
parameters would be more fair. Ideally, for a single bottleneck with in�nite transfers,
this metric should be close to zero.

Covariance: In our simulations, we also consider the covariance which ratio of standard
deviation to average (goodput) and prefer a smaller ratio. The covariance is only used
for convenience.

User Metrics for Short Transfers: The user is interested in per-transfer response time. As
before, we use the following proxies for this quantity.

Average time for a transfer (across all transfers): Indicative per-transfer response time
(along with the standard deviation)

Standard deviation in time for transfer (across all transfers): Indicative of per-transfer
response time (along with with the mean).

Our simulation results are presented in a tabular format with user and operator metrics separated
and signi�cant results highlighted.

4.2 Parameters (factors) and con�gurations

Figure 2 gives the basic con�guration template that we used in our simulations. It contains a
single bottleneck shared by a set of unidirectional TCP ows. This simple template matches many
Intra net layouts where the expensive WAN link or leased line is the key bottleneck in the system.
It also allows evaluations involving a number of parameter dimensions. This evaluation does not
consider con�gurations with multiple bottlenecks. The TCP sources and destination implemented
TCP Reno. Sources and bottlenecks were appropriately modi�ed as required for the three schemes
evaluated.

The following are the parameter dimensions explored:

� Schemes: RED, ECN and Rate-control

� In�nite transfers and short transfers
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Figure 2: Con�guration template used in Simulation

� Homogeneous and Heterogeneous RTTs

� Staggered or non-staggered connection start times

� Link speeds: 28 Kbps, 56 Kbps, 1.5 Mbps, 45 Mbps and 150 Mbps

� RTTs: one-way distance of 3 km, 30 km and 3000 km

� Number of TCP connections: 10, 100 and 500

We performed full factorial simulations [10] involving a subset of factors (i.e. exploring all combina-
tions of these factors) and fractional sets of simulations involving other factors (eg: RED parameter
values) for a total of over 2000 simulations. For brevity, we present only representative simulation
results in this paper.

In all the simulations the links that connected the source/destination to its nearest router was 150
Mbps. For the heterogeneous RTT and staggered start-time simulations, the sources were grouped
into four groups. In the staggered case, every ow in a given group started at the same time. The
ows were staggered by 250 milliseconds.

These simulations do not explore multiple bottleneck cases where the schemes are implemented
only in a limited subset of bottlenecks. Also we do not explore issues of variable available capacity
which can occur when the queue management schemes are applied to one of many scheduler queues.
We do not also implement packetshaper enhancements for low speed bottlenecks.

10



5 Simulation Results

This section reports simulation results using homogeneous RTT con�guration, heterogeneous RTT
con�gurations and with a workload of short transfers. These dimensions are su�cient to clearly
di�erentiate between the performance of the three schemes. Additional parameter dimensions (stag-
gered ow start times, shorter RTTs and di�erent number of ows) are explored in the appendices,
which also report signi�cant performance issues.

5.1 Dimension: RED vs ECN vs TCP rate control

This section presents a preliminary look at the parameter dimension of schemes evaluated (RED
vs ECN vs TCP rate control) while keeping most of other parameter dimensions (except link
speeds) simple and constant. Speci�cally, we use 100 connections, one-way distance of 3000 km
(corresponding to propagation delays of 15 ms one way), homogeneous RTT con�guration. The
link speeds vary from 28 Kbps to 150 Mbps.

Our primary observation in this section is that good performance in terms of provider metrics does
not imply good performance in terms of user metrics (esp. in drop-based schemes such as RED).
Due to the symmetric nature of the con�guration, problems in ECN do not surface.

5.1.1 RED (homogeneous RTTs)

In table 1 we observe the operator and user metrics when the bottleneck implements Random
Early Detection. This simulation was conducted with 100 connections, one-way distance of 3000
km (corresponding to propagation delays of 15 ms one way), homogeneous RTT con�guration. The
link speeds vary from 28 Kbps to 150 Mbps.

Operator Metrics User Metrics

Speed Util � Q/Max Q Drop � Goodpt � Goodpt Covar

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 93.75 30.75/61 439 0.00082 0.00000 0.000

0.056 92.67 31.59/63 405 0.00098 0.00049 0.500

0.128 98.12 30.19/62 534 0.00206 0.00132 0.641

0.256 99.18 28.37/62 553 0.00349 0.00307 0.880

0.384 99.41 29.55/61 638 0.00487 0.00279 0.573

1.5 99.66 23.82/63 1002 0.01444 0.01558 1.078

10 99.50 18.59/63 2215 0.08652 0.05919 0.684

45 98.51 13.29/63 3818 0.37506 0.11369 0.303

150 96.57 9.86/63 3637 1.14209 0.35048 0.307

Table 1: RED; 100 sources; Homogeneous RTT; One-way distance = 3000 Km.

We immediately observe that RED satis�es operator metrics: high utilization and low queue lengths.
A non-trivial number of packets were dropped in all cases which included burst drop instances. From
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the user perspective, the aggregate goodput (which is average goodput multiplied by 100, taken as
a fraction of bottleneck link speed) degrades with increase in bottleneck link speed. Lower values of
goodput indicate more retransmission overhead. The covariance and standard deviation in goodput
is consistently high indicating unfairness. The highlighted entry shows that the highest covariance
occurs for a 1.5 Mbps link. This is due to the e�ects of burst drop concentrated on a small subset
of sources and its interaction with the TCP Reno implementation.

We believe that the use of a single canonical set of RED parameters may have introduced some
of this sub optimality, but our investigation of the RED parameter space did not yield a single
parameter combination which avoided burst drop. The simulation results presented above shows
that RED has di�culty spreading out packet drops among even a moderate number of active
connections.

5.1.2 ECN (homogeneous RTTs)

Table 2 shows the performance of ECN under the same set of conditions as the previous simulation
set.

Operator Metrics User Metrics

Speed Util � Q/Max Q Drop � Goodpt � Goodpt Covar

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 98.25 208.60/441 0 0.00131 0.00075 0.573

0.056 98.90 233.01/487 0 0.00187 0.00079 0.421

0.128 99.33 275.04/542 0 0.00269 0.00057 0.212

0.256 99.57 292.08/502 0 0.00341 0.00081 0.237

0.384 99.68 327.63/557 0 0.00441 0.00083 0.187

1.5 99.90 238.64/295 0 0.01678 0.00072 0.043

10 99.98 228.57/264 0 0.10167 0.00081 0.008

45 99.99 103.01/193 0 0.44987 0.00061 0.001

150 96.53 38.21/174 0 1.40727 0.02705 0.019

Table 2: ECN; 100 sources; Homogeneous RTT; One-way distance = 3000 Km

With the introduction of ECN, we immediately remove the e�ects of packet drop and the large
variance e�ects caused by it. The removal of packet drop e�ects are also partially due to the better
�ltering of congestion indications at the ECN-TCP source compared to TCP Reno. Except for long
queueing delays experienced (which can be explained as a result of ECN marking on received packet
at the tail of the queue rather than marking the packet in the front of the queue), all metrics show
picture perfect performance. But as we shall see this performance is partly due to the homogeneous
RTT con�guration.
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5.1.3 TCP Rate Control (homogeneous RTTs)

Table 3 shows the performance of TCP rate control under the same set of conditions as the previous
two simulation sets.

Operator Metrics User Metrics

Speed Util � Q/Max Q Drop � Goodpt � Goodpt Covar

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 98.25 207.20/437 0 0.00128 0.00074 0.576

0.056 98.90 230.77/481 0 0.00183 0.00080 0.434

0.128 99.33 272.49/538 0 0.00269 0.00057 0.212

0.256 99.57 283.83/488 0 0.00337 0.00081 0.241

0.384 99.68 320.35/540 0 0.00428 0.00059 0.138

1.5 99.90 184.92/200 0 0.01656 0.00080 0.048

10 99.98 161.71/199 0 0.10130 0.00077 0.008

45 99.99 33.80/193 0 0.44981 0.00032 0.001

150 99.84 41.59/193 0 1.48251 0.02731 0.018

Table 3: TCP Rate Control; 100 sources; Homogeneous RTT; One-way distance = 3000 Km

Our model of TCP rate control did not include several features targeted for lower speed links. The
result of these modeling limitations shows up as high queueing delays for slower speed bottlenecks.
But, for medium and higher speed cases the performance is excellent in terms of all metrics.

5.2 Dimension: Homogeneous vs Heterogeneous RTTs

This section looks at performance of the three schemes when the round trip times are heterogeneous.
These simulations are conducted with 10 sources (not 100 sources as used in the last three sets).
As explained earlier, The ows were grouped into four sets and all ows from a given set had an
one-way distances of 1002Km, 2000Km, 3000Km and 5000Km respectively. The link speeds vary
from 28 Kbps to 150 Mbps.

This section clearly di�erentiates the beni�ts of explicit TCP rate control when compared to ECN
and RED. Speci�cally, TCP rate control provides fairness (in terms of user metrics) even when
RTTs are heterogeneous, without deteriorating any of the other metrics.

5.2.1 RED (heterogeneous RTTs)

Table 4 lists the performance metrics with RED in a heterogeneous RTT con�guration.As ex-
plained in the introductory sections, TCP throughput is an inverse function of RTT as well as loss
probability and timeout delays. The introduction of heterogeneous RTTs adds to the variance in
per-ow goodput (and increases the co-variance) in TCP with or without packet loss. We expect
the variance to be larger when both packet loss and RTT variance is present.
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Operator Metrics User Metrics

Speed Util � Q/Max Q Drop � Goodpt � Goodpt Covar

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 97.22 30.08/46 11 0.00401 0.00113 0.281

0.056 98.55 28.24/46 52 0.00623 0.00111 0.179

0.128 99.36 19.81/45 68 0.01581 0.00615 0.389

0.256 99.68 19.29/45 89 0.02703 0.01463 0.541

0.384 99.16 18.30/45 114 0.03917 0.01327 0.339

1.5 99.63 16.97/44 242 0.14788 0.05646 0.382

10 99.10 13.96/42 743 0.91430 0.42644 0.466

45 93.33 10.00/47 951 2.65288 1.16895 0.441

150 79.88 7.79/50 1079 5.68535 2.83307 0.498

Table 4: RED; 10 sources; Heterogeneous RTTs

Interestingly, the utilization remains high in most cases (except the 150 Mbps case), but good-
puts deteriorate sharply (aggregate goodput is less than 60% of bottleneck speed in the cases
highlighted). Standard deviation in goodput and covariance remain high indicating unfairness in
addition to lower average goodput. This further suggests that RED optimizes operator metrics,
trading o� user-metrics under these conditions.

We observed that staggering the ows (albeit in small groups as we have mentioned) does not solve
this problem created by burst drops and heterogeneity in RTTs.

5.2.2 ECN (heterogeneous RTTs)

Table 5 shows the performance of ECN under similar conditions as the last simulation set (hetero-
geneous RTTs, 10 sources).

Operator Metrics User Metrics

Speed Util � Q/Max Q Drop � Goodpt � Goodpt Covar

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 97.22 33.02/56 0 0.00401 0.00113 0.281

0.056 98.57 41.61/69 0 0.00614 0.00123 0.200

0.128 99.37 62.00/108 0 0.01515 0.00303 0.200

0.256 99.68 62.46/86 0 0.02408 0.00659 0.273

0.384 99.79 42.64/70 0 0.03965 0.00549 0.138

1.5 99.95 35.74/79 0 0.15262 0.02161 0.142

10 99.99 26.60/68 0 1.00246 0.37674 0.376

45 100.00 19.32/69 0 4.50278 4.18975 0.930

150 100.00 16.50/76 0 15.00642 19.37648 1.291

Table 5: ECN; 10 sources; Heterogeneous RTTs
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These simulations show that while ECN is capable of satisfying all the operator metrics in this
heterogeneous RTT case, it is not capable of reducing the variance in goodput (unfairness). The
covariance in fact increases as the link speeds increase. This points to the insu�ciency of single-bit
feedback in achieving fairness goals. The negative e�ects of packet drop are removed however.
We also note the marked decrease in queue lengths with the decrease in the number of active
connections.

5.2.3 TCP rate control (heterogeneous RTTs)

Table 6 shows the corresponding performance of TCP rate control under these circumstances.

Operator Metrics User Metrics

Speed Util � Q/Max Q Drop � Goodpt � Goodpt Covar

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 97.14 29.60/48 0 0.00328 0.00063 0.194

0.056 98.55 36.01/61 0 0.00500 0.00057 0.115

0.128 99.37 19.20/25 0 0.01286 0.00052 0.041

0.256 99.68 17.39/20 0 0.02711 0.00093 0.034

0.384 99.79 18.41/20 0 0.03981 0.00054 0.014

1.5 99.95 16.59/20 0 0.15106 0.01089 0.072

10 99.99 11.39/20 0 1.00115 0.44187 0.441

45 100.00 13.61/34 0 4.50401 1.01488 0.225

150 99.96 13.89/94 0 15.00257 1.37127 0.091

Table 6: TCP rate control; 10 sources; heterogeneous RTTs

We observe the superiority of the TCP rate control compared to ECN and RED in this con�guration.
The TCP sources achieve high fairness and goodput almost independent of the RTTs. Performance
in terms of all metrics is excellent.

The reason TCP rate control avoids both the e�ects of heterogeneous RTTs and packet loss is
because it uses explicit window control and hence does not conform to the Padhye formula for TCP
throughput. This allows it to achieve fair allocations independent of RTT variance of participating
ows. Though explicit control, packet drops are also avoided.

5.3 Dimension: Short transfers vs Long transfers

In this section we look at the performance of the schemes with respect to short �le transfers. The
same con�guration template (Figure 2) is used in these simulations. Flows are grouped into four
sets and the start time of every set is staggered by 250 ms. Every ow sends 10K bytes (10 packets)
and closes the connection and transfer. After a pause of 250 ms, the same source would \re-open"
the connection (with parameters set to initial values) and send another 10K bytes (10 packets) and
so on.
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Such short transfers last throughout the simulation time. The following statistics were collected
from the experiment. As mentioned earlier, we use a new set of user metrics for these simulations
{ the the average transfer time and the standard deviation of the transfer time measured over all
transfers. Together, these metrics are indicative of the response time of individual transfers. We
ignore slower speeds because the simulation time (10 s) was not su�cient for enough transfers.

Though Web transfers are typically short, this model is not an accurate model of the world wide
web (WWW). A similar model has been used in the past [1]. We also assume that the transfer
size parameter in these simulations is �xed at 10KB. Paxson [17] observes that observed median
transfer sizes ranges anywhere from 2KB to 5KB, and that the median varies across data sets.

Our primary observation in this con�guration is that the tradeo� in fairness by RED and ECN
in low speed bottleneck con�gurations leads to larger aggregate number of completed transfers
compared to TCP rate control. At higher bottleneck speeds, there is no di�erence in performance.

5.3.1 RED (Short transfers)

Operator Metrics User Metrics

Speed Util � Q/Max Q � T. time � T. time Covar # Trans

Mbps Percent Pkts/Pkts Milli Secs Milli Secs

0.256 99.29 28.90/51 9527 929.2244 0.098 9

0.384 99.49 28.93/51 8852 2127.2276 0.240 27

1.5 99.39 25.20/49 3763 2631.0244 0.699 227

10 97.87 13.07/50 588 1077.7262 1.832 1457

45 80.98 3.05/44 143 394.4417 2.750 2513

Table 7: RED; 100 sources; Repeated Short Transfers

Table 7 tabulates the results for simulations with RED. We observe that the average transfer time
reduces with increase in bandwidth. But the e�ective bandwidth consumed by an average transfer is
much less than available bandwidth. This is partially due to the fact that most of the transfer time
is spent in slow start, and in timeouts. The standard deviation of transfer time (and covariance) is
large indicating that some transfers were able complete at the expense of other transfer (unfairness).

5.3.2 ECN (Short transfers)

Table 8 shows the simulation results of short transfers with ECN.

We note that the average response times in slower speed con�gurations are slightly worse than
RED because, in spite of not having loss-triggered e�ects, the queueing delays add signi�cantly to
the response time. Otherwise ECN performance scaled well with increase in link speeds allowing a
larger number of transfers and reduction in covariance and standard deviation of transfer time.
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Operator Metrics User Metrics

Speed Util � Q/Max Q � T. time � T. time Covar # Trans

Mbps Percent Pkts/Pkts Milli Secs Milli Secs

0.256 98.80 312.53/528 9625 279.5135 0.02904 3

0.384 99.16 331.81/547 9430 1336.5891 0.14174 8

1.5 99.57 197.25/249 4172 1585.0223 0.37991 164

10 99.84 117.24/189 537 109.2574 0.20328 1191

45 83.71 4.28/51 123 6.4239 0.05243 2600

Table 8: ECN; 100 sources; Repeated Short Transfers

5.3.3 TCP rate control (Short transfers)

The results for TCP rate control in this situation are shown in table 9.

Operator Metrics User Metrics

Speed Util � Q/Max Q � T. time � T. time Covar # Trans

Mbps Percent Pkts/Pkts Milli Secs Milli Secs Number

0.256 98.80 283.89/470 - - - 0

0.384 99.16 289.10/485 - - - 0

1.5 99.35 202.13/309 3845 1375.3581 0.35770 186

10 99.74 151.67/244 538 108.9222 0.20251 1198

45 83.41 3.82/67 125 16.5318 0.13245 2600

Table 9: TCP rate control; 100 sources; Repeated Short Flows

Interestingly, at slower speeds, the TCP rate controller results in a smaller number of transfers
completed. This is because, the rates of all contending transfers are equally reduced (for fairness)
and each of them take longer. Also the simulations were run for 10s - a limited observation window
- which was not long enough for these transfers to complete.

On the other hand the ECN and RED schemes traded o� fairness (which they could not achieve)
for increase in number of transfers completed. Speci�cally the congestion response by a subset of
transfers gives an opportunity for other transfers to grab the available bandwidth at line speed
(without congestion back o�). However at higher speeds the transfer times of rate control are as
good as ECN.

6 Summary and Conclusions

TCP throughput is known to be a function which is inversely proportional to the round trip time,
the timeout delays and the square root of loss probability [16]. Variance in any of these component
factors introduces variance in TCP throughput (and goodput) resulting in unfairness. Variance in
more than one factor has a multiplicative e�ect on variance in throughput.
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Packet drops (esp. burst drops) have a multiplier e�ect especially in con�gurations with heteroge-
neous RTTs. RED and ECN cannot control this variance even though ECN does not incur packet
drops (in the best case). Appendices A.2 and A.3 show more instances of e�ect of packet loss
and delays due to implicit control. The explicit TCP rate control which controls the window edges
of TCP transparently and shapes the ack rate provides best possible fairness, to a great extent
removing the dependency of throughput on factors such as drop probability, RTT and timeouts.
We observed that fairness in low speed con�gurations can lead to a reduction in the number of
transfers completed during a small observation window, even though links are optimally utilized.

While the simulations exhaustively explored several dimensions using a simple con�guration tem-
plate, it does not explore the e�ects of remote bottlenecks and does not implement special enhance-
ments in TCP rate control for slow speed links. We also do not explore e�ects of variable bandwidth
bottlenecks. TCP rate control and RED o�er the fastest route to immediate deployment. But the
minimal state requirements and protocol transparency of RED allow it a greater available space of
deployment scenarios (core as well as edge routers).
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A E�ect of Other Parameter Dimensions

The next few sections summarize the e�ect of other parameter dimensions on the performance of
these three schemes. Speci�cally, we look at the e�ect of:
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� Staggered Flow Start Times

� Round Trip Times (for homogeneous RTT cases)

� Number of Flows

In all these cases the results are comparable to the corresponding results in sections 5.1.1, 5.1.2,
5.1.3 respectively. The interesting results are in the sections A.2 (e�ect of RTTs) and A.3 (e�ect
of number of ows) where the subsections describing RED results indicate more negative e�ects
due to packet drops.

A.1 Dimension: Staggered Flow Start Times

We examine staggered ow start times in our experiments because, in reality, ows do not start
together. In our experiments, the ows were grouped into four sets and the starting time of the
ows in each set was o�set by 250 milliseconds. The whole array of link speeds and end-to-end
delays were considered for these simulations.

Our primary observation is that RED performance improves signi�cantly due to staggered ow
start times, whereas the performance of ECN or TCP rate control does not change appreciably.
This e�ect is because staggering introduces some interleaving among ows, and reduces the average
overload seen at the bottleneck during congestion resulting in more benign drop behavior in RED.
We also see interesting examples where a larger number of packets dropped could result in better
overall performance.

A.1.1 RED (Staggered Flow Start Times)

Table 10 lists observations in a sample subset of simulations involving RED. The entries in this table
can be compared with those in Table 1 (section 5.1.1). In comparison, though the number of packets
dropped (column 4) increases in the staggered ows case (Table 10), we �nd that performance in
terms of all other metrics improved considerably (speci�cally average goodput, variance in goodput,
utilization and queue metrics show improvement). This is an interesting example where a larger
number of packets dropped could result in better overall performance.

A.1.2 ECN (Staggered Flow Start Times)

Table 11 lists observations in a sample subset of simulations involving RED. The entries in this
table can be compared with those in Table 2 (section 5.1.2). Since no packets are dropped in either
case, the only signi�cant e�ect of staggering is a slight increase in unfairness (columns 6 and 7)
and in queue length metrics (column 3). But the positive e�ect is the slight increase in average
goodput (column 5). So, ow staggering does not signi�cantly a�ect ECN performance.
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Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 95.87 28.91/53 453 0.0014 0.0008 0.609

0.056 97.65 31.03/55 508 0.0019 0.0009 0.458

0.128 98.77 30.70/53 568 0.0026 0.0021 0.824

0.256 99.29 28.14/51 597 0.0041 0.0029 0.711

0.384 99.49 28.02/52 619 0.0054 0.0038 0.708

1.5 99.76 27.06/51 1166 0.0168 0.0101 0.601

10 99.67 20.52/59 3012 0.1022 0.0338 0.331

45 98.76 14.14/53 4944 0.4319 0.0906 0.210

150 96.34 10.11/47 4942 1.3461 0.2176 0.162

Table 10: Staggered Start; RED; 100 sources; Homogeneous RTT; One-way distance = 3000 Km

Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 95.96 254.14/493 0 0.0014 0.0008 0.544

0.056 96.80 273.63/510 0 0.0019 0.0009 0.469

0.128 97.88 308.12/563 0 0.0031 0.0009 0.307

0.256 98.80 312.05/528 0 0.0037 0.0013 0.352

0.384 99.16 328.08/542 0 0.0048 0.0020 0.415

1.5 99.76 267.50/354 0 0.0162 0.0032 0.197

10 99.96 235.08/280 0 0.1055 0.0201 0.190

45 99.94 144.98/179 0 0.4630 0.0891 0.192

150 96.55 36.64/122 0 1.4396 0.1135 0.079

Table 11: Staggered Start; ECN; 100 sources; Homogeneous RTT; One-way distance = 3000 Km

A.1.3 TCP Rate Control (Staggered Flow Start Times)

Table 12 lists observations in a sample subset of simulations involving RED. The entries in this
table can be compared with those in Table 3 (section 5.1.3). The 150 Mbps case was invalidated
due to simulation issues. But overall, the e�ect of staggering is minimal (like with ECN). There
is slight increase in unfairness (columns 6 and 7) and in queue length metrics (column 3). But
the positive e�ect is the slight increase in average goodput (column 5). So, ow staggering does
not signi�cantly a�ect TCP Rate performance. The similarity between TCP rate control and ECN
in this case suggests that staggering of sources may not have much e�ect on explicit congestion
indication schemes, but may improve the performance of implicit drop-based schemes.

A.2 Dimension: E�ect of Round trip times

This section looks at performance when the one-way distance is reduced to 3 km (from 3000km).
When the round trip time (RTT) is smaller, TCP gets acks quicker, and in turn increases its window
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Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 95.96 254.14/493 0 0.0014 0.0008 0.544

0.056 96.80 272.08/507 0 0.0019 0.0009 0.453

0.128 97.88 296.40/531 0 0.0029 0.0006 0.206

0.256 98.80 283.89/470 0 0.0035 0.0010 0.284

0.384 99.16 289.10/485 0 0.0047 0.0008 0.175

1.5 99.76 185.58/208 0 0.0167 0.0018 0.105

10 99.96 154.34/164 0 0.1050 0.0047 0.045

45 99.74 32.31/73 0 0.4591 0.0128 0.028

Table 12: Staggered Start; Rate controller; 100 sources; Homogeneous RTT; One-way distance =
3000 Km

faster. This results in more severe overload conditions at the bottleneck resulting in possible burst
dropping of packets. Response to congestion is also quicker, except in cases when there is a timeout
and the e�ect of the timeout dominates the response time.

As expected our primary observation is that RED performance deteriorates in this situation espe-
cially when the bottleneck bandwidth is larger (leading to faster queue growth). To explore the
dimension carefully, we also examine the e�ect of number of ows in this small RTT con�guration.
With RED, we observe an interesting dichotomy: the performance improves with smaller number
of ows at higher speeds, but degrades with smaller number of ows at lower speeds. The former
e�ect is because of the inuence of delay and overhead costs of packet drop when we have high
bandwidth bottleneck shared by a large number of ows (as observed in section 2). In a lower speed
bottleneck, having more ows means that during a congestion event, not all ows are a�ected and
the aggregate goodput is high. Also, during di�erent congestion events, di�erent ows are a�ected,
leading to improved overall fairness.

As opposed to RED, ECN and TCP rate control performance improves in these situations (com-
pared to larger RTT cases) because the e�ect of packet drops is absent, and the faster window
increases results in greater aggregate throughput.

A.2.1 RED (LAN Round Trip Time)

Table 13 lists observations in a sample subset of simulations involving RED. The entries in this table
can be compared with those in Table 1 (section 5.1.1). We observe that the user metrics (average
goodput, standard deviation in goodput and covariance) degrade sharply at higher speeds, whereas
the provider metrics are virtually unchanged. In particular, observe that in the last row of the
table, the aggregate average throughput is only 0.6852 Mbps *100 sources = 68.52 Mbps out of a
maximum possible of 150 Mbps !

The explanation for this behavior is that with smaller RTTs, we have faster window increases,
which lead to more episodes of burstiness at the bottleneck. RED does not allocate drops well
across ows during burstiness in input tra�c, especially when both the number of ows and the
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Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 93.75 30.75/61 439 0.0008 0.0000 0.000

0.056 92.67 31.08/62 407 0.0010 0.0005 0.500

0.128 98.31 31.00/63 540 0.0021 0.0013 0.635

0.256 99.32 29.15/62 538 0.0034 0.0029 0.843

0.384 99.54 29.02/63 637 0.0048 0.0034 0.711

1.5 99.88 24.70/64 1077 0.0145 0.0149 1.028

10 99.77 16.41/64 2009 0.0787 0.1729 2.196

45 96.26 13.40/65 2493 0.1919 0.5232 2.727

150 95.87 9.10/64 3482 0.6852 2.0595 3.006

Table 13: Simultaneous start: RED; 100 sources; Homogeneous RTT; One-way distance = 3 Km

bottleneck bandwidth are high. This is a classic case of scalability problems with implicit drop-
based congestion control. The TCP ows incur delay cost and high overhead cost due to timeouts
and retransmission. As a result, the high utilization (for example in the last row) does not translate
into high average goodput.

Given this poor performance of RED with 100 sources, we examine the same case with 10 sources
where we expect the overhead cost to be reduced, but the delay costs (due to timeouts) to still
persist. We �nd that the aggregate average goodput at higher speeds is signi�cantly better com-
pared to the above table (upto 45 Mbps), but the delay costs limit aggregate average goodput for
the 150 Mbps case (last row). The number of packets dropped are signi�cantly lower (at least by
a factor of 2), but the queueing delays are almost the same indicating that RED has remarkable
control over queueing delay. An interesting dichotomy however is that higher aggregate goodput
is achieved in the 100 ows case (above table) for lower link speeds (all the way from 28 Kbps to
384 Kbps, with the crossover occuring at 1.5 Mbps). This indicates that �ner-grained multiplexing
(sharing) of low speed links due to an increased number of ows leads to higher aggregate goodput
(though at the expense of a signi�cant number of packet losses).

Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 97.37 27.86/45 12 0.0042 0.0011 0.270

0.056 98.61 28.07/48 50 0.0063 0.0012 0.184

0.128 99.38 18.63/46 59 0.0160 0.0045 0.282

0.256 99.37 19.56/44 92 0.0264 0.0071 0.269

0.384 99.58 18.27/45 111 0.0392 0.0104 0.265

1.5 99.76 17.37/47 289 0.1486 0.0326 0.220

10 99.76 14.69/46 891 0.9701 0.1767 0.182

45 99.81 11.90/46 1570 4.0189 0.8579 0.213

150 93.11 9.23/47 1923 9.5236 5.8298 0.612

Table 14: Simultaneous start: RED; 10 sources; Homogeneous RTT; One-way distance = 3 Km
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A.2.2 ECN (LAN Round Trip Time)

Tables 15 and 16 list observations with ECN in a LAN setting, with 100 and 10 sources respectively.
We immediately observe that ECN does not su�er from any of the loss-related costs and loss-induced
scalability problems of RED. In fact it leverages the faster response times/faster window increases in
a LAN to achieve even better aggregate average goodput and utilization compared to the WAN cases
(Table 2 in section 5.1.2). These results again validate our hypothesis that loss-based congestion
control faces signi�cant scalability issues (when the bandwidth and number of sources increase).

Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 98.25 208.95/442 0 0.0013 0.0008 0.573

0.056 98.90 233.37/488 0 0.0019 0.0008 0.421

0.128 99.44 275.31/543 0 0.0027 0.0006 0.212

0.256 99.70 293.29/504 0 0.0034 0.0008 0.235

0.384 99.80 328.49/559 0 0.0044 0.0008 0.187

1.5 99.95 243.40/300 0 0.0168 0.0007 0.042

10 99.99 264.28/300 0 0.1019 0.0008 0.007

45 100.00 267.00/300 0 0.4525 0.0008 0.002

150 100.00 265.90/298 0 1.5028 0.0010 0.001

Table 15: Simultaneous start: ECN; 100 sources; Homogeneous RTT; One-way distance = 3 Km

Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 97.37 31.46/57 0 0.0042 0.0011 0.270

0.056 98.61 41.36/70 0 0.0063 0.0012 0.184

0.128 99.38 63.47/111 0 0.0151 0.0027 0.181

0.256 99.68 67.47/90 0 0.0227 0.0034 0.150

0.384 99.79 40.57/70 0 0.0406 0.0064 0.158

1.5 99.95 36.01/73 0 0.1530 0.0201 0.131

10 99.99 37.05/75 0 1.0032 0.0021 0.002

45 100.00 35.64/74 0 4.5040 0.4028 0.089

150 100.00 34.67/77 0 15.0065 0.0054 0.000

Table 16: Simultaneous start: ECN; 10 sources; Homogeneous RTT; One-way distance = 3 Km

A.2.3 TCP Rate Control (LAN Round Trip Time)

Tables 17 and 18 list observations with TCP Rate control in a LAN setting, with 100 and 10
sources respectively. Our observations are identical to those made in the last section with ECN.
Like ECN, TCP Rate Control does not su�er from any of the loss-related costs and loss-induced
scalability problems of RED. In fact it leverages the faster response times/faster window increases
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in a LAN to achieve even better aggregate average goodput and utilization compared to the WAN
cases (Table 3 in section 5.1.3).

Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 98.25 206.87/436 0 0.0013 0.0007 0.576

0.056 98.90 231.12/482 0 0.0018 0.0008 0.434

0.128 99.44 271.36/536 0 0.0027 0.0006 0.224

0.256 99.70 284.76/488 0 0.0034 0.0008 0.239

0.384 99.80 320.55/538 0 0.0043 0.0006 0.138

1.5 99.95 184.09/200 0 0.0165 0.0007 0.041

10 99.99 197.40/200 0 0.1016 0.0008 0.008

45 100.00 197.63/199 0 0.4517 0.0006 0.001

150 100.00 195.35/197 0 1.5019 0.0009 0.001

Table 17: Simultaneous start: Rate controller; 100 sources; Homogeneous RTT; One-way distance
= 3 Km

Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 97.30 27.73/46 0 0.0033 0.0006 0.194

0.056 98.59 34.54/60 0 0.0048 0.0007 0.141

0.128 99.38 17.19/22 0 0.0139 0.0004 0.026

0.256 99.68 17.20/20 0 0.0270 0.0009 0.032

0.384 99.79 18.60/20 0 0.0399 0.0007 0.018

1.5 99.95 18.91/20 0 0.1516 0.0000 0.000

10 99.99 18.98/20 0 1.0017 0.0007 0.000

45 100.00 18.00/19 0 4.5025 0.0008 0.000

150 100.00 15.38/17 0 15.0049 0.0337 0.002

Table 18: Simultaneous start: Rate controller; 10 sources; Homogeneous RTT; One-way distance
= 3 Km

A.3 Dimension: Number of Flows

In this �nal appendix we examine the e�ect of number of ows (in addition to observations made
in appendix A.2). Speci�cally, revert to the 3000 km one-way distance con�guration, but reduce
the number of active ows to 10 (from 100).

In the previous section, we noted that the costs of packet drop in terms of delay and overhead were
readily apparent in a small RTT con�guration. In this section, we observe that the use of larger
RTTs result in TCPs increasing their load (and spreading their windows) over a longer time cycle.
As a result the instantaneous bottleneck overloads and rate of queue increases are less dramatic.
However, the aggregate goodput in high speed bottleneck cases in RED is low in both cases (10 or
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100 ows) because either the delay costs (in the 10 ows case) or the overhead costs (in the 100
ows case) of packet loss dominate.

The e�ect of smaller number of ows is also a sharply reduced packet drop rate (in RED) or queue
lengths (in ECN and TCP rate control). Another interesting phenomenon we noticed with ECN
is reduced aggregate goodput at higher speeds because of congestion control delays (not packet
loss-induced delays) because the TCP rate is not explicitly controlled.

A.3.1 RED (10 ows, WAN RTT)

Our primary observation in this case is that RED sees an order of magnitude lesser drops, but the
other metrics are virtually unchanged (except for a slight reduction in aggregate goodput in RED)
compared to the 100 ows case of table 1 (section 5.1.1).

Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 97.37 28.08/45 10 0.0040 0.0011 0.281

0.056 98.61 27.66/44 48 0.0061 0.0012 0.171

0.128 99.25 20.31/47 72 0.0157 0.0049 0.312

0.256 99.55 18.81/45 94 0.0264 0.0101 0.384

0.384 99.21 18.01/46 118 0.0394 0.0171 0.434

1.5 99.51 16.63/45 258 0.1482 0.0287 0.194

10 97.66 10.55/44 454 0.8897 0.1518 0.171

45 97.41 5.58/46 403 3.5012 0.2856 0.082

150 95.42 4.59/46 246 10.5019 1.5019 0.143

Table 19: Simultaneous start: RED; 10 sources; Homogeneous RTT; One-way distance = 3000 Km

The non-decrease in TCP goodput is attributed to the fact that TCP rate increases are spread over
longer time-scales (i.e. longer RTTs) in WAN con�guration. The aggregate goodput in both cases
is signi�cantly lower than the maximum possible (105 Mbps and 114 Mbps compared to 150 Mbps
maximum possible, even though utilization is very high in both cases).

A.3.2 ECN (10 ows, WAN RTT)

In ECN, we do not see packet-loss related e�ects seen in RED. However, a signi�cant observation in
Table 20 compared to the 100 ows case of table 2 (section 5.1.2) is that the aggregate goodput with
100 ows (previous table) is signi�cantly higher, especially in higher speed con�gurations. This
interesting phenomenon is due to the e�ect of delays caused by the implicit TCP congestion control
policy (i.e. cutting window by half and doing linear increase) as opposed to explicitly setting the
window to the optimum value.

The queue lengths are also signi�cantly higher in the 100 ows con�guration (compared to an
increased drop rate in RED in a similar situation).
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Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 97.37 30.95/55 0 0.0040 0.0011 0.281

0.056 98.61 40.91/68 0 0.0061 0.0012 0.200

0.128 99.25 63.90/107 0 0.0150 0.0028 0.188

0.256 99.55 69.00/91 0 0.0229 0.0036 0.158

0.384 99.67 44.60/76 0 0.0389 0.0043 0.109

1.5 99.90 33.17/71 0 0.1525 0.0055 0.036

10 99.97 18.11/97 0 0.9980 0.0371 0.037

45 97.55 7.08/71 0 3.8608 0.1688 0.044

150 95.21 4.92/76 0 11.2914 0.8976 0.079

Table 20: Simultaneous start: ECN; 10 sources; Homogeneous RTT; One-way distance = 3000 Km

A.3.3 TCP Rate Control (10 ows, WAN RTT)

Table 21 shows TCP rate control's performance with 10 ows in a WAN setting which may be
compared to the ECN tables of the previous section and the TCP rate control (100 ows) case
of table 3 (section 5.1.3). TCP rate control like ECN does not su�er from packet-drop related
e�ects (which are seen in RED). But, unlike ECN, it does not su�er from the congestion control
induced delays of TCP (window reduction/linear increase) because it explicitly controls the size of
the active TCP window.

Provider Metrics User Metrics

Link Speed Link Util � Q/Max Q Dropped � Goodpt � Goodpt Covariance

Mbps Percent Pkts/Pkts Pkts Mbps Mbps

0.028 97.30 27.83/48 0 0.0033 0.0006 0.194

0.056 98.59 33.82/59 0 0.0048 0.0008 0.160

0.128 99.25 20.62/27 0 0.0120 0.0013 0.111

0.256 99.55 17.26/20 0 0.0270 0.0009 0.031

0.384 99.67 17.59/20 0 0.0398 0.0008 0.019

1.5 99.90 13.94/20 0 0.1511 0.0008 0.005

10 98.95 2.48/19 0 0.9756 0.0426 0.044

45 99.69 3.01/114 0 4.3794 0.0127 0.003

150 99.90 6.56/201 0 14.5222 0.0259 0.002

Table 21: Simultaneous start: Rate controller; 10 sources; Homogeneous RTT; One-way distance
= 3000 Km

27


