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ABSTRACT 

 

 

    The adoption of differentiated services has been proposed in the past as a tool for 

improving the best-effort service approach of the Internet.  We explore the use of a 

specific type of diffserv traffic conditioner, known as the TCP Friendly Marker, in the 

solution of core traffic congestion problems. We implement an open source code 

instance of the marker, as well as its complement buffer management technique, in 

order to assess the feasibility of the results as envisioned during its original design 

and simulation testing. 

 

    The experimentation shows significant improvements, under both Reno and SACK 

TCP implementations, with respect to the most commonly seen best-effort approach.  

The enhancements are seen in terms of timeouts, network utilization,  predictability 

and fairness of service, packet loss probability, and overall net throughput. In addition 

we show that our approach counteracts the sensitivity of the performance to RED-like 

parameters, as well as being completely independent from any version of TCP 

implementation. We also show evidence of the scalability of our scheme by not 

requiring complex classification at the core of the network and by providing even 

larger improvement as the number of flows through the system is incremented. 

 

    We present the results obtained under our own experimentation setup, and give 

some arguments about their logical translation into the real Internet as well as the 

immediate feasibility of deployment for all the diffserv structures here proposed. 


