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Abstract

In this paper, we propose a framework called "Dynamic capacity contracting" which may be implemented using the differentiated services architecture in the Internet. A particularly interesting aspect of this framework is its use in implementing congestion-sensitive pricing. The central idea of congestion-sensitive pricing is such that, based on congestion monitoring mechanisms, a network could raise prices and vary contract terms dynamically. We have developed a congestion-sensitive pricing scheme in the proposed framework. We also present a preliminary performance evaluation of technical and economic efficiency aspects of this scheme and position it relative to prior work by Clark and Mac-Kie Mason/Varian. Another contribution of this paper is to model the smart market scheme in a packet-based simulation for the purpose of understanding architectural, implementation constraints and performance.
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1. Introduction

As the Internet grows in size and heterogeneity, it is useful to consider new tools and techniques for managing congestion. Technical tools such as differentiated services [1], TCP/IP improvements like SACK [11], over-provisioned ISP cores have been developed and deployed in the Internet. However, economic measures like responsive pricing have been proposed [4], [6], [8], [9] but not deployed, though recent work by Edell and Variaya [14] is an important step in this direction.  A major impediment in the deployment process has been the minimal "best effort" service model of the IP, which does not provide a standard mechanism to specify packet-forwarding behavior other than the "best-effort" service. In other words, several of the proposed schemes have remained in the theoretical domain due to lack of models for implementing them using IP.

However, this scenario has recently changed as the Internet Engineering Task Force (IETF) has standardized two approaches to support service differentiation. The first approach is called Integrated Services ("int-serv") [3]. The second approach called Differentiated Services ("diff-serv") [1] is expected to provide scalable service discrimination without the need for per-flow state signaling at every hop. Though the two approaches can coexist and interoperate, it is expected that the latter (diff-serv) will be the choice of ISPs and backbone inter-network providers. In this paper, we focus on developing a pricing framework that utilizes the advanced traffic management features offered by the differentiated-services architecture. 

The rest of the paper is organized as follows. First, we summarize the control mechanisms and traffic management features of the diff-serv architecture that are relevant to Internet pricing. Next, we describe Dynamic Capacity Contracting: a flexible and dynamic framework for implementing a range of pricing schemes within the differentiated services architecture. We then describe a congestion based pricing scheme developed using this framework and position it relative to other pricing proposals in literature. Further, we present some performance results to demonstrate the potential of this framework. We have developed an implementation model of Mac-Kie Mason/Varian's (MMV) smart-market scheme and compare the performance of our scheme with this scheme. We would like to re-emphasize that main focus of this paper is to address pragmatic new ideas in Internet pricing and related technical and deployment issues. However, we do not focus on complete refinement of the schemes or thorough performance analysis. This is a topic for future work.

2. Control Mechanisms in Differentiated Services Architecture

There are two types of routers in differentiated services (diff-serv) model: interior routers and edge routers. The interior routers perform only a small set of highly optimized packet forwarding functions and classify packets based on the IP header field (known as “per hop behavior” (PHB)) whereas, the edge routers and nodes perform complex control and stateful data plane functions. More details on the diff-serv architecture can be found in [1].

Nichols, Jacobson and Zhang [12] have proposed a control architecture that includes a bandwidth broker for handling signaling and Service Level Agreement (SLA) negotiations between customers and providers. The bandwidth broker is a software intermediary that is aware of the policies concerning the user and liaisons between the user and possibly multiple providers. Common Open Policy Service (COPS), a policy-based architecture, has also been proposed for the control and provisioning of differentiated services networks [2]. The differentiated services model combined with the proposed signaling/control schemes allows economic concepts such as "price-based service differentiation" and "contracting" to be incorporated within IPv4 albeit with the following constraints.

First, diff-serv is built around the concept of aggregation, and hence it is important to formulate service properties, which are not destroyed due to the operations of aggregation and de-aggregation.
Second, the asymmetry between edge routers and interior routers dictates that stateful mechanisms like accounting and pricing must be primarily concentrated at the edge with minimal (preferably stateless) participation of interior routers.


Our work attempts to leverage this framework and simplify the pricing schemes to be implementable under these constraints.

3. Related pricing proposals

Among the proposed pricing proposals, flat-rate pricing [2], is the most common mode of payment today for bandwidth services, and is popular for several reasons. It has minimal accounting overhead, and encourages usage. However, flat rate pricing has problems. During congestion, the marginal cost of forwarding a packet is not zero, and flat pricing does not offer any (dis)-incentive for users to adjust their demand, leading to potential ``tragedy of commons'' [6]. But there is an interesting debate by Odlyzko [13] who suggests that flat pricing and over-provisioning is a sustainable strategy given the falling costs of bandwidth and available lead-time for network provisioning. Our view is that there is no congestion issue if capacity and provisioning speed exceeds demand. But we believe that there exist several niches (e.g. international links, tail circuits to remote markets, peering points or complex meshed networks) where bandwidth, even though technically available cannot be added fast enough.  This is because the company probably does not own the links (or jointly-owns it with a partner), or the part of the network is so large that carrier-class upgrades take time (upgrade-cycles of one year are quite common). 

Two prominent pricing proposals are: 1) to regulate usage by imposing a fee based upon the amount of data actually sent (called usage-based pricing) and 2) use a fee based upon the current state of congestion in the network (called congestion-sensitive pricing). On the commercial side, ISPs are starting to sell OC-3 (155 Mbps) access rapidly, but with usage-based pricing on port-usage (not on an end-to-end basis). Usage is typically measured over 5 min intervals and a monthly charge is assessed based upon the average of these measurements after removing the outliers. The rates vary around $600-800/Mbyte/month. The problem with usage-based pricing is that usage costs are imposed regardless of whether the network is congested or not. Further, it does not address the congestion problem directly, though it does indirectly make users more responsible for their demands.  Also, some users may not like a posteriori pricing unless it is a very small part of their overall expenditures. Odlyzko’s arguments [13] assert that today end-users indeed see bandwidth as a small part of their IT operational expenditures, though we believe the same is not the case for small and regional ISPs.

Other schemes that have been proposed are: MMV's smart-market scheme [9], Gupta’s priority pricing scheme [6] and Kelly’s proportional fair pricing/rate-allocation scheme using the concept of shadow prices [8]. Shadow price is a measure of the total marginal congestion cost that an increase in xi (where xi denotes the person i's use of network resources) imposes on the users. Economists say that the shadow price "internalizes" the externality by making the user face the costs that he imposes on other users. Though Kelly’s scheme has strong fairness characteristics, it is hard to deploy on the differentiated-services model in the Internet because it requires both end-system and network support similar to the smart-market scheme. [10]

Clark [4] proposed an “expected capacity” allocation scheme where users pay a price for an assurance of delivery of a given volume of traffic. Note that this scheme is not congestion-sensitive. This “contracting framework” requires simple negotiation between a customer and a provider and does not require end-system support. Though it does require some network upgrades, it was appealing to both ISPs and users, and as a result inspired the development of the differentiated-services architecture itself. 

In summary, while the congestion-sensitive proposals do not have a clear deployment or service-assurance models, Clark’s model is not congestion-sensitive. Our work is an effort to provide a middle ground between these approaches.

4. The Dynamic Capacity Contracting (DCC) Framework

In this section, we describe the proposed “Dynamic Capacity Contracting” (DCC) framework. This framework extends Clark’s model to incorporate short-term contracting and adds mechanisms to make it congestion-sensitive. The proposed framework is similar to the smart-market scheme in the optional use of congestion-sensitive pricing and to Clark’s expected capacity scheme in the use of contracting. The key differences lie in the new mechanisms for estimating the congestion state of the network and the granularity of contracting (at per user or per session levels and not at a per packet level).  

The reason we need short-term contracts for congestion-sensitive pricing is because long-term contracts do not give the flexibility to change the current price of a contract based upon congestion. Short-term contracts naturally expire and force re-negotiation, at which point we can revise the price based upon congestion measures. 

In summary, we can model a short-term contract (service) for a given traffic class as a function of volume (number of bytes) and the term of the contract (time units):

Service(S) = f(Volume (V) , Term (T))


(4.1)

We assume that the user can send up to the maximum volume negotiated within the term of the contract. As in Clark's assured service model the provider will assure that the negotiated traffic will be carried with a high expectation of delivery. In general, the user may send this traffic to any destination of its choice (i.e. a point-to-anywhere service); however for this paper, we focus on the case of point-to-point service since the measurement of congestion information in the latter case is non-trivial.  We make one simplification to equation (4.1) by assuming that the term parameter  (T) is fixed i.e. different users cannot choose different term values. The user now sees a simple service offering: the flexibility to contract a desired volume (V) for a fixed term (T) at a given price per unit volume (Pv), which may be congestion-sensitive (for the term). 

5. A Sample Scheme in the Dynamic Capacity Contracting Framework

This section develops a simple scheme in the framework, which we also use in our performance evaluations. We want to emphasize that this is only the first and simplest of a set of schemes than can be developed in this framework. More complex schemes could be designed to meet other complex objectives. Specifically, the scheme sets up short-term contracts between a “customer” component and a “provider” component (which sits at the enterprise-ISP boundary). The customer initiates this process with a request for the table of short-term contracts available at the provider: a "send table" request.  In response, the provider computes the entries of the table (price per unit volume, Pv), maximum available capacity (bottleneck capacity * contract term) and term of the contract and returns the table to the customer. In this initial scheme, we assume a single entry in the table, which specifies Pv for a contract term of length T.  The price, Pv, is based upon the formula 
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Bi is the estimated total budget of all customers for the contract term.

5.1 Average Rate Limit: A Congestion-Sensitive Parameter 

The average rate limit is an important parameter, which is calculated over the contract duration (or contract term) and is based upon a measure of congestion in the network. This parameter, in other words, is what captures the “congestion-sensitivity” of the contracting and pricing scheme. The basic idea is that the contract term is sub-divided into smaller observation intervals and a decision is made whether the network is congested in each of these smaller intervals. Each observation interval when congestion is seen is called a “congestion period” or a “congestion epoch”. 

Identification of  “congestion epochs” is a non-trivial task, especially if it needs to be done on an edge-to-edge basis in a network, transparent to both the end-systems and the interior routers of the network. However, this problem has been solved by another group of our team recently [7]. The key idea in that work is to maintain state on a per-edge-to-edge aggregate basis, and identify congestion using observation intervals at the egress node which are sized to be larger than the maximum round trip time of any edge-to-edge path. The observation intervals of the edge-to-edge congestion detection scheme are in fact the preferred subdivisions of the contract-term (see figure below).
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Moreover, the egress edge upon detecting such congestion epochs feeds back the measured edge-to-edge aggregate output rate ((). This fed back rate is an important factor determining the “average rate limit” because we intend to construct the average rate limit as the mean of rate-limits in every observation interval. Specifically, in every congested epoch, we assume that the rate limit is (*(, where ( is a fixed fraction between 0 and 1 (set to 0.9 in this paper), and ( is the observed edge-to-edge output rate fed back by the egress node. The reasoning behind this setting is explained in [7], and is specifically shown to be robustly stable from a congestion control perspective. 

During observation intervals where congestion is not seen, we assume that the rate limit increases using an additive increase policy. Specifically, the rate limit is incremented by ( = 1 packet/RTT.  The average rate limit is simply the mean of each of the rate limits in the observation intervals. The rate limit for the first observation interval in a contract term is initialized to the average rate limit in the previous contract term, and the very first rate limit is assumed to be the access link rate. Unlike traditional rate-based congestion control, we assume in this paper that the “rate limit” is not directly enforced, but is used indirectly to calculate pricing and let the user reduce its demand based upon the price. 

The performance difference in the two approaches from a congestion-control perspective occurs because pricing of short-term contracts is done at a larger time-scale, which limits the fidelity of control. Moreover, the level of control is also a function of how well the price can be set relative to the real demands and budgets of users, i.e., its effectiveness is also a function of the demand and budget estimation capabilities of the pricing scheme. In this paper, we assume a simple static model of the estimation of demands and budgets. Future work will explore real economic issues in this regard and issues surrounding how large the contract term can be in order to be truly “congestion-sensitive” while balancing the transaction costs of the user.

5.2 Customer Model
We assume a simple customer model for our initial proof-of-concept. The customer chooses a desired volume of premium data traffic to be sent in time T based upon the price per unit volume, Pv, a demand curve, and its available budget. The demand curve is assumed to be a simple hyperbolic curve between price and corresponding demand (volume), i.e. the volume that is contracted by a customer is calculated as (Bi/Pv). Here, Bi is the budget of the customer. But we bound the contracted volume by a maximum volume, Vmax permitted by the provider (say to avoid access link congestion). In such a case, any leftover budget is carried over to the next term. We also assume that the customer has equal default budget allocations per-contract term (which may differ from the allocations of other customers). Our pricing model assumes that the provider is able to estimate at least the sum of all the budget allocations of its customers per contract term, if not every individual customer budget. Such aggregate budget estimation in the future would need to model budget changes by individual customers across contract terms, and the entry/exit of customers from the pool.

In our simple modeling we assume that Vmax is set to the bottleneck capacity times the contract term. In other words, we assume that an estimate of (the possibly remote) bottleneck capacity is known. Again, this aspect could use better estimation in future work. 


This choice of a volume is then conveyed by the customer to the provider, which sets up a leaky bucket traffic conditioner to mark up to V bytes in time T as “IN” (high priority). Observe that this contracting now defaults to the expected capacity framework proposed by Clark [4]. Specifically, this scheme provides “service assurances” and is not just a “best-effort” service or a service whose quality is more probabilistic and dynamic like the smart market model [9]. 

5.3 OUT-profile Token Allocation: Excess Best-effort Traffic 

The next arising question is what happens if the customer sends more traffic than contracted as IN-profile traffic. Clark’s model suggests that this traffic be marked as OUT (referring to “out-of-profile”) and admitted into the network where a differential dropping scheme would drop them if necessary before IN packets. But in our recent work [7] we have seen that it is better from an end-to-end performance perspective (especially for TCP flows) if the bottlenecks are distributed to the edges of the network where they are likely to be smaller. This is because buffer management schemes do not scale well with an increase in the number of contending TCP flows at the core. Therefore, it makes sense to send only a part of the excess traffic into the network marked with OUT tokens and hold the remaining excess traffic at the edge. The average rate limit provides a basis for determining how much excess traffic should be allocated OUT tokens. Specifically, the total pool of OUT tokens is simply the difference between the average rate limit * contract term and the sum of the contracted (IN) volumes of all customers. We then split this OUT token pool equally among the contending customers’ excess traffic. Future work could explore other ways of sharing this OUT token pool.  In summary, 

Out token rate per customer = (( - total_in_rate)/(number of customers)




The packets thus conditioned in a congestion-sensitive manner, enter the network and proceed through a series of interior routers in the differentiated services network till they reach the egress edge router. Similar to Clark’s model, we expect interior routers to provide support for service differentiation by using a priority drop algorithm proposed by Clark known as RIO (Random Early Drop, with IN/OUT marking) [4]. RIO is a simple extension of the well-known RED drop algorithm [5], with different parameter sets for IN packets and OUT packets.

In summary, our scheme has been designed to use pricing and dynamic capacity contracting as a new dimension in managing congestion, as well as to achieve simple economic goals. The key benefits of our scheme are: 

a) a framework for congestion-sensitive pricing (not usage-based or flat-priced)

b) does not require per-packet accounting anywhere (works at a contract term granularity)

c) provides deterministic service assurances like Clark’s model, and 

d) does not require upgrades or software support anywhere in the network except at logical boundaries (or edge nodes)

e) uses price and dynamic capacity contracting as a truly new dimension in managing network congestion.

In this sense it is well positioned as a pragmatic intermediate approach between Clark’s expected capacity approach [4] and MMV’s smart-markets approach [9]. The next section develops a packet-based network simulation of the smart-markets scheme in order to perform a meaningful comparative analysis. We discovered that this task itself was non-trivial and warrants discussion.  

6. The Smart Market Scheme Implementation

This section presents our implementation of the smart-market pricing scheme, which was proposed by MMV. The smart market imposes a per-packet-charge, which is reflective of incremental congestion costs. The price-per-packet varies dynamically depending on the level of congestion in the network. In the smart market, users try to send their packets depending on the level of congestion in the network and their per-packet utility levels. In other words, users will value each packet depending on importance of this packet for them. Users assign a “bid” value for each packet and this packet tries to make through the network. So the smart-market does not provide guaranteed service to users. Each packet has a probability of being dropped depending on the current threshold (cutoff) value among the routers in the network. This threshold value depends on the level of congestion at the particular router, and is adjusted by that router. Finally, user pays the highest threshold value that it passed through, also called “market-clearing price”. Please refer to [9] for further details of the smart market. 

The implementation challenges of the smart market scheme are three fold: a) How to communicate the parameters required by customers to make a bid? b) How to balance the implementation requirements on core and edge nodes in a diff-serv framework? c) How to deal with parameter sensitivity, non-linearity and stability issues on a packet-based simulation? Our contribution is to address these issues and to develop a comparable model of the smart market scheme.

6.1 Implementation of the Smart Market in Diff-Serv Framework
We propose the following changes to adapt the smart market scheme over a diff-serv framework. The sender sets the bid value, b, in the packet and sends it to the network. The packet passes through an ingress edge node and series of Interior Routers (IRs), each of which has a threshold value (. IRs simply drop the packet if it does not satisfy the condition of b((. If the packet satisfies the condition, it is placed into the queue sorted according to its bid value. Note that this is a priority queue, and not FIFO. Therefore, it may reorder packets, which is not suitable for TCP. We assume UDP flow in all of our simulations.

If the packet goes through the network i.e. it reaches the egress edge node, then accounting is done for this customer according to the clearing price of the packet. The clearing price is written in an additional field of the packet header. This clearing price field is updated at each IR to the maximum of the prior value of the field and the current threshold value, (, at that particular IR bottleneck. In other words, if the value of the threshold, (, is greater than the value of the clearing price field of the packet, the value of ( is copied into that field. Else, the field is left unchanged. When the packet reaches the egress edge router, it contains the maximum of the threshold at all the IRs it passed through. The egress node then charges that clearing price to the owner of the packet.

So far everything in the smart-market can be adapted to the diff-serv architecture, albeit with a new field in the packet header. However, the information required by the customers in order to define their utility functions and bids require new feedback mechanisms. Also, the smart market scheme assumes that the customers are fed back such information immediately without any delay, which is not possible to implement on a real wide-area network. So, an approximation is needed.

We propose the use of deterministic time intervals at ERs and IRs set to be larger than RTT as a way to handle this feedback problem. Further, the customer sends a “probe-packet” (in addition to data packets) to investigate the current status of the network at deterministic time intervals. This probe-packet goes through IRs and finds the clearing price. IRs update the probe-packet’s clearing price field as if it is a data packet, but do not drop this packet. The egress edge node receives this probe-packet and sends a feedback to the customer containing current clearing price of the network. Next, the customer makes adjustments to bid values and demand (number of packets to send) depending on the feedback and her available budget.

Note that if we want the IRs to treat the probe-packets and the feedback packets just like data packets, they must have bid values as high as possible to ensure that they won’t be lost and will encounter minimum delay. That means there has to be a maximum value for the bids of the data packets, which is a deviation from the smart market because it does not impose any limiting value for the bids. Alternatively, the IRs of the network have to behave differently for these probe and feedback packets. However, this will increase the processing time of a packet at the IRs, i.e. each packet will be checked whether it is a data packet, probe or feedback packet. We choose to normalize the bid values into a range (e.g. 0 to 1) and hence define a maximum value for the bids, i.e. 1. Once normalization (mapping to [0,1]) is done, there must also be a way of reversing this mapping back. What is going to be the actual money in dollars to charge for a clearing price of, for example, 0.75? We currently leave this question, which is important for the service providers, unanswered.

6.2 Simulation of the Smart Market Scheme
We simulated the smart market in ns according to the ideas presented in the previous section. One big question was how to calculate the threshold value, (, at IRs. The authors of [9] determine the congestion price of a packet as 
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 is not constant for a real network, we assumed it to be a constant for simplicity. The IRs also maintain deterministic time intervals at the end of which they calculate the rate of change in the delay, and update the threshold value, (, by mapping this threshold value, (, to the interval [0,1].

Implementation of the customers was the most problematic part of this scheme, because the smart market scheme does not define a demand model. In other words, what should a customer do when she is fed back the current status of the network? We propose an approximation to MMV’s utility function. MMV proposes that each customer should maximize 
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 by selecting the best x, where u(x) is the utility of the customer, and p is the current price charged for a packet in the network.
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We first modeled indifference curves for delay, D, with respect to the number of packets to send, x. So, to be satisfied at the same level, the customer must be sending more packets having less marginal delay. This can be represented with a concave function instead of a convex function, which is the general assumption for indifference curves.

The intuitive idea is that the number of packets to send must be inversely proportional to the price-per-packet currently advertised by the network. Several indifference curves can be found to represent the case, but all of them must be concave as in Figure 5-1. In our implementation, we used the demand function:
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Utility function for these indifference curves can be defined in different ways. We selected the constant 
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 in (5.1) as the utility function, because it perfectly orders the indifference curves from left to right, i.e. the very left indifference curve gets the lowest utility value, and the curves at right get higher and higher utility values. By using this idea, we can get the utility function in terms of 
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which leads to marginal utility of 
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Since customers have to find the best value of 
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Notice that customers know the value of the current clearing price when they get the feedback from egress nodes. So, they want to find the best value of 
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 to use in the next interval. In other words, customers should adjust the number of packets to send (i.e. their demand) for the next time interval as specified in (5.5).
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This implies that customers should adjust their demand inversely proportional to the clearing price, which makes sense. Additionally, in our implementation, we introduce a constant factor to (5.5) to normalize the units.


We have defined the procedure of finding the best value of 
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 for the customers. However, it might be the case that 
[image: image18.wmf]x

 is not affordable with the current budget of the customer. So, the customer has to take the budget constraint into account. Once the customer finds the best value of 
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, she can now see whether she can afford sending that amount of packets with the current clearing price. If her budget is not enough for that, then she just decreases the value of 
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, the customer bids randomly between the clearing price and the maximum bid value that she can afford. Actually, this bidding procedure is an issue, but we propose the use of random bidding within the affordable range of the customer for simplicity. A more detailed discussion of our implementation is available in the tech report [15].

7. Performance Analysis and Comparisons

We present a preliminary comparative evaluation of Dynamic Capacity Contracting (DCC) and our smart market implementation. We use simple configurations in our analysis (see Figure 6-1 and Figure 6-2).

The configuration for DCC has a single bottleneck and two edge-to-edge aggregate flows corresponding to two customers. The short-term contracts are set up between the customer and its connected ingress edge router. As described previously, the interior router implements RIO. The observation intervals at the ingress and egress are set to 80 ms, which is the maximum edge-to-edge round-trip time. The duration of the short-term contract is set to 0.40 sec. The measures we use for both schemes are utilization, queue length, relative volume allocations, throughput, goodput and packet loss. 
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 Configuration of the experiments made for DCC.
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The configuration for the smart market scheme also has a single bottleneck at the link connecting the IRs. Each customer has to access the bottleneck through an ER. The length of the time interval used by ERs and IRs for measurement in the smart market is set to 0.40sec (same as the contract term in DCC). In both DCC and the smart market scheme, the bottleneck rate is 1Mbps, and customers send constant bit rate UDP traffic with fixed packet sizes (1000 bytes). For both of the schemes, we run three experiments with the parameters defined in Table 6-1. The first two experiments have two customers with equal (60 units each per term) and unequal budgets (25 and 60 units per term) respectively. The third experiment has three customers with different budgets (15, 25 and 35 units per term).

In Figure 6-9 and 6-15, which are utilization, and queue length versus time respectively for experiment 1 of DCC, we observe relatively low and bounded queue lengths and high utilization, which proves that DCC is able to control congestion. From Figure 6-3, which is volume allocation versus time of DCC, we see that volume is not allocated to the two customers strictly proportional to their budgets. In summary, the DCC scheme achieves the congestion management goals of queue length and utilization, but is not very good in terms of economic goals of fairness or relative volume allocations.
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In Figure 6-10 and 6-16, which are utilization and queue length versus time respectively for experiment 1 of the smart market scheme, we observe that there is a large transient period before steady state is reached. This transient is necessary to damp out the oscillatory behavior caused by parameter sensitivity of MMV’s formulas for the smart market. From Figure 6-4, which is volume allocation versus time of the smart market scheme, we see that volume is equally allocated to the two customers. In other words, the smart market scheme is able meet its economic goals of relative volume allocations in proportion to budgets, at the expense of a larger transient convergence time and a low average utilization both during transient and steady state. 


By looking at the corresponding graphs of the other two experiments (experiment 2 and 3) we can see a continuation of the same trend in the results. DCC is better from a congestion management perspective because it achieves small queues, high utilization, and a quick convergence to steady state. However, we also observe that volume allocated in case of DCC is not always proportional to budget but this is an area, which points to room for further improvement. The smart market scheme allocates volumes in strict proportion to budgets of the customers and meets the economic efficiency goals, whereas it falters on congestion management goals, especially of high bottleneck utilization. 

We have drawn these conclusions by looking at the queue lengths, utilization and volume allocations. The other metrics (throughput, goodput and packet loss), which are presented in Table 6-2, reiterates the congestion management benefits of DCC. In particular, though the number of packets dropped is similar, the aggregate throughput and goodput is markedly better in the case of DCC. 

8. Summary

We have proposed a "dynamic capacity contracting" (DCC) framework primarily inspired by the work of Clark [4] and Mac-Kie Mason & Varian [9], and the differentiated services architecture [1] which provides a platform for implementation. The distinguishing features of our work include the idea of “short-term” contracts, mechanisms to support congestion-sensitive pricing of such contracts, use of pricing as a tool for congestion management, and a pragmatic focus on deployability. We have also proposed a sample scheme in this framework to illustrate the potential of the framework and illustrate its comparative performance tradeoffs vis-à-vis the smart market scheme. We believe that such types of schemes could play a role in transitioning from today's completely flat-priced system towards a system that includes congestion-sensitive pricing for certain classes of service. We have proposed a sample implementation model for the smart market scheme and explore the difficulties and issues in converting this model to implementation. Notably, this scheme requires support in all nodes of the network. Future work will include:

· Expansion of the concept of contracting to point-to-anywhere contracts

· Exploring the concept of bandwidth intermediary to facilitate the mediation between customer and multiple providers by leveraging the dynamic capacity contracting framework. The design of such agents for scalability and integration of policy and budget constraints is also an open topic.

· The basic DCC scheme itself needs to be improved in several dimensions, notably in its relative volume allocations, dynamic estimation of budgets and demands and to support a rich variety of contracts. 
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Table 6-1: Parameters of the experiments.





Figure 6-2: Configuration of the experiments made for the Smart Market.
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Table 6-2: Performance metrics of the experiments for DCC and the Smart Market.
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Figure 6-1: Sample Indifference Curves for delay and number of packets to send.
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Figure 6-3: DCC Volume Allocation in Experiment 1.
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Figure 6-16: Smart Market Queue Length in Experiment 1.

















Figure 6-4: Smart Market Volume Allocation in Experiment 1.





Figure 6-15: DCC Queue Length in Experiment 1.
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Figure 6-14: Smart Market Bottleneck Utilization in Experiment 3.





Figure 6-13: DCC Bottleneck Utilization in Experiment 3.





Figure 6-12: Smart Market Bottleneck Utilization in Experiment 2.





Figure 6-11: DCC Bottleneck Utilization in Experiment 2.





Figure 6-10: Smart Market Bottleneck Utilization in Experiment 1.





Figure 6-9: DCC Bottleneck Utilization in Experiment 1.





Figure 6-14: Smart Market Bottleneck Utilization in Experiment 2.





Figure 6-13: DCC Bottleneck Utilization in Experiment 2.











Figure 5-1: Visualization of observation intervals in contract duration.





Figure 6-8: Smart Market Volume Allocation in Experiment 3.





Figure 6-7: DCC Volume Allocation in Experiment 3.





Figure 6-6: Smart Market Volume Allocation in Experiment 2.





Figure 6-5: DCC Volume Allocation in Experiment 2.





Figure 6-7: DCC Volume Allocation in Experiment 3.





Figure 6-18: Smart Market Queue Length in Experiment 2.





Figure 6-17: DCC Queue Length in Experiment 2.





Figure 6-20: Smart Market Queue Length in Experiment 3.





Figure 6-19: DCC Queue Length in Experiment 3.








� This work was funded by NSF Contract number ANI9819112 and an Rensselaer Outstanding Young Faculty Award





25
1

[image: image42.wmf]Volume Allocation in Experiment 2

0

0.1

0.2

0.3

0.4

0

1

2

3

4

Time in sec

Volume allocated in 

Mbps

Customer 1

Customer 2

[image: image43.wmf]Volume Allocation in Experiment 3

0

0.05

0.1

0.15

0.2

0.25

0

1

2

3

4

Time in sec

Volume allocated in 

Mbps

Customer 1

Customer 2

Customer 3

[image: image44.png]utilization

Utilization us. Tine

0.8

0.6

0.4

0.2

sanple interval =0

0.5

1.5

2

tine (secands)

2.5

3.5




[image: image45.wmf]Volume Allocationin Experiment 3

0

0.05

0.1

0.15

0

1

2

3

4

Time in sec

Volume allocated in 

Mbps

Customer 1

Customer 2

Customer 3

[image: image46.png]Gnuplot

utilization

Utilization us. Tine

0.8

0.6

0.4

0.2

sanple interval =0

0.5

1.5

2

tine (secands)

2.5

3.5




[image: image47.png]Gnuplot

utilization

0.8

0.6

0.4

0.2

Utilization us. Tine

sanple interval =0

0.5

1.5

2 2.5

tine (secands)

3.5




[image: image48.png]Gnuplot

utilization

Utilization us. Tine

0.8

0.6

0.4

0.2

sanple interval =0

0.5

1.5

2

tine (secands)

2.5

3.5




[image: image49.png]Gnuplot

utilization

0.8

0.6

0.4

0.2

Utilization us. Tine

sanple interval =0

0.5

1.5

2 2.5

tine (secands)

3.5




[image: image50.png]packsts.
El

Queue Length s, Tine

=

2

15

10

0.5

1.5

2

seconds

2.5

3

3.5




[image: image51.png]Gnuplot

packsts.
2

Queue Length s, Tine

18

1%

14

12

10

0.5

1.5

2

seconds

M/




[image: image52.png]Gnuplot

packsts.
El

Queue Length s, Tine

=

2

15

10

0.5

1.5

2

seconds

Wy

4




[image: image53.png]Gnuplot

packsts.
12

Queue Length s, Tine

10

0.5

1.5

2

seconds

2.5

3.5




[image: image54.png]Queue Length s, Tine

packets
=
»
15
10 f‘r‘
5
. il mllhllHl}lll
o 0.5 1 15 2 2.5 3 5. .

seconds




[image: image55.png]Gnuplot

. Queue Length s, Tine

5

0 0.5 1 1.5 2 2.5 3 3.5 4

seconds




_1018987883.unknown

_1019305418.unknown

_1019390053.xls
Chart1

		0.461556		0.461556

		0.861045		0.861045

		1.26104		1.26104

		1.66104		1.66104

		2.06104		2.06104

		2.46154		2.46154

		2.86151		2.86151

		3.26146		3.26146

		3.66149		3.66149



Customer 1

Customer 2

Time

Allocated Volum in Mbps

Volume Allocation in Experiment 2

0.091648

0.091136

0

0.04608

0

0.121344

0.032768

0.17152

0.098816

0.238592

0.101376

0.239616

0.099328

0.2432

0.099328

0.239616

0.099328

0.236544



c1sent

		Time		Throughput		Goodput		Customer 1		Throughput		Goodput		Customer 2		Throughput		Goodput		Customer 3

		0.461556		350		179		0.091648		350		178		0.091136		700		352		0.180224

		0.861045		0		0		0		89		90		0.04608		0		0		0

		1.26104		0		0		0		237		237		0.121344		24		24		0.012288

		1.66104		64		64		0.032768		335		335		0.17152		332		332		0.169984

		2.06104		195		193		0.098816		471		466		0.238592		471		471		0.241152

		2.46154		197		198		0.101376		472		468		0.239616		662		661		0.338432

		2.86151		193		194		0.099328		471		475		0.2432		657		658		0.336896

		3.26146		194		194		0.099328		463		468		0.239616		654		654		0.334848

		3.66149		194		194		0.099328		462		462		0.236544		656		656		0.335872





c1sent

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0



Customer 1

Customer 2

Time

Allocated Volum in Mbps

Allocated Volume to Customer(s)

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0




_1019390742.xls
Sheet1

				Dynamic Capacity Contracting						Smart Market

		Experiment		Goodput		Throughput		Packets		Goodput		Throughput		Packets

				(Mbps)		(Mbps)		Dropped		(Mbps)		(Mbps)		Dropped

		1		0.964		0.966		33		0.700		0.748		42

		2		0.958		0.958		40		0.615		0.663		43

		3		0.944		0.946		35		0.537		0.583		40






_1019394816.unknown

_1019390125.xls
Chart1

		0.461556		0.461556		0.461556

		0.861045		0.861045		0.861045

		1.26104		1.26104		1.26104

		1.66104		1.66104		1.66104

		2.06104		2.06104		2.06104

		2.46154		2.46154		2.46154

		2.86151		2.86151		2.86151

		3.26146		3.26146		3.26146

		3.66149		3.66149		3.66149



Customer 1

Customer 2

Customer 3

Time in sec

Volume allocated in Mbps

Volume Allocationin Experiment 3

0.062976

0.062464

0.062464

0

0.000512

0.013824

0

0.028672

0.070144

0

0.071168

0.100352

0.05632

0.100352

0.1408

0.059904

0.099328

0.139776

0.059904

0.09984

0.139264

0.059392

0.099328

0.139264

0.059904

0.09984

0.139776



c1sent

		Time		Throughput		Goodput		Customer 1		Throughput		Goodput		Customer 2		Throughput		Goodput		Customer 3

		0.461556		233		123		0.062976		233		122		0.062464		233		122		0.062464

		0.861045		0		0		0		0		1		0.000512		26		27		0.013824

		1.26104		0		0		0		56		56		0.028672		137		137		0.070144

		1.66104		0		0		0		139		139		0.071168		196		196		0.100352

		2.06104		110		110		0.05632		196		196		0.100352		275		275		0.1408

		2.46154		117		117		0.059904		194		194		0.099328		273		273		0.139776

		2.86151		117		117		0.059904		195		195		0.09984		272		272		0.139264

		3.26146		116		116		0.059392		194		194		0.099328		272		272		0.139264

		3.66149		117		117		0.059904		195		195		0.09984		273		273		0.139776





c1sent

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0



Customer 1

Customer 2

Customer 3

Time

Allocated Volume in Mbps

Allocation of Bandwidth to Customer(s)

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0




_1019390124.xls
Chart1

		0.0110512		0.0110512		0.0110512

		0.411277		0.411277		0.411277

		0.811328		0.811328		0.811328

		1.21138		1.21138		1.21138

		1.61143		1.61143		1.61143

		2.01148		2.01148		2.01148

		2.41153		2.41153		2.41153

		2.81158		2.81158		2.81158

		3.21164		3.21164		3.21164

		3.61169		3.61169		3.61169



Customer 1

Customer 2

Customer 3

Time in sec

Volume allocated in Mbps

Volume Allocation in Experiment 3

0.0917647

0.152941

0.214118

0.0917647

0.152941

0.214118

0.0917647

0.0356863

0.0535294

0.0917647

0.0773203

0.0936765

0.0917647

0.123203

0.100368

0.0825882

0.138214

0.164603

0.0917647

0.141895

0.214118

0.0917647

0.130283

0.135608

0.0688235

0.109957

0.18081

0.0669882

0.152941

0.170501



volume4

		0.0110512		0.0917647		0.152941		0.214118

		0.411277		0.0917647		0.152941		0.214118

		0.811328		0.0917647		0.0356863		0.0535294

		1.21138		0.0917647		0.0773203		0.0936765

		1.61143		0.0917647		0.123203		0.100368

		2.01148		0.0825882		0.138214		0.164603

		2.41153		0.0917647		0.141895		0.214118

		2.81158		0.0917647		0.130283		0.135608

		3.21164		0.0688235		0.109957		0.18081

		3.61169		0.0669882		0.152941		0.170501





volume4

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0

		0		0		0



Volume allocated to 1st customer

Volume allocated to 2nd customer

Volume allocated to 3rd customer

Time in sec

Volume in Mbps

Volume allocated vs time

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0




_1019390005.xls
Chart1

		0.461556		0.461556

		0.861045		0.861045

		1.26104		1.26104

		1.66104		1.66104

		2.06104		2.06104

		2.46154		2.46154

		2.86151		2.86151

		3.26146		3.26146

		3.66149		3.66149



Customer 1

Customer 2

Time in sec

Volume Allocated in Mbps

Volume Allocation in Experiment 1

0.091648

0.091136

0.045056

0.04608

0.121856

0.121344

0.168448

0.169472

0.175104

0.167936

0.166912

0.1792

0.176128

0.166912

0.1664

0.169984

0.169472

0.167936



c1sent

		Time		Throughput		Goodput		Customer 1		Throughput		Goodput		Customer 2		Throughput		Goodput		Customer 3

		0.461556		350		179		0.091648		350		178		0.091136		700		352		0.180224

		0.861045		88		88		0.045056		89		90		0.04608		0		0		0

		1.26104		238		238		0.121856		237		237		0.121344		24		24		0.012288

		1.66104		336		329		0.168448		335		331		0.169472		332		332		0.169984

		2.06104		339		342		0.175104		337		328		0.167936		471		471		0.241152

		2.46154		330		326		0.166912		341		350		0.1792		662		661		0.338432

		2.86151		336		344		0.176128		324		326		0.166912		657		658		0.336896

		3.26146		325		325		0.1664		330		332		0.169984		654		654		0.334848

		3.66149		332		331		0.169472		331		328		0.167936		656		656		0.335872





c1sent

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0



Customer 1

Customer 2

Time

Allocated Volum in Mbps

Allocated Volume to Customer(s)

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0




_1019390025.xls
Chart1

		0.0110512		0.0110512

		0.411277		0.411277

		0.811328		0.811328

		1.21138		1.21138

		1.61143		1.61143

		2.01148		2.01148

		2.41153		2.41153

		2.81158		2.81158

		3.21164		3.21164

		3.61169		3.61169



Customer 1

Customer 2

Time in sec

Volume allocated in Mbps

Volume Allocation in Experiment 2

0.152941

0.367059

0.152941

0.367059

0.152941

0.119294

0.152941

0.146824

0.152941

0.323012

0.138157

0.211976

0.127791

0.203167

0.136769

0.170086

0.10662

0.228804

0.1182

0.338921



volume3

		0.0110512		0.152941		0.367059

		0.411277		0.152941		0.367059

		0.811328		0.152941		0.119294

		1.21138		0.152941		0.146824

		1.61143		0.152941		0.323012

		2.01148		0.138157		0.211976

		2.41153		0.127791		0.203167

		2.81158		0.136769		0.170086

		3.21164		0.10662		0.228804

		3.61169		0.1182		0.338921





volume3

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0



Volume allocated to 1st customer

Volume allocated to 2nd customer

Time in sec

Volume allocated in Mbps

Volume allocated vs time

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0




_1019378563.xls
Sheet1

		Experiment		Number of		Budgets of Customers						Simulation

		Number		Customers		Customer 1		Customer 2		Customer 3		Time

		1		2		60		60		-		4sec

		2		2		25		60		-		4sec

		3		3		15		25		35		4sec






_1019390004.xls
Chart1

		0.0110512		0.0110512

		0.411277		0.411277

		0.811328		0.811328

		1.21138		1.21138

		1.61143		1.61143

		2.01148		2.01148

		2.41153		2.41153

		2.81158		2.81158

		3.21164		3.21164

		3.61169		3.61169



Customer 1

Customer 2

Time in sec

Volume allocated in Mbps

Volume Allocation in Experiment 1

0.26

0.26

0.26

0.26

0.0988

0.104

0.104

0.182

0.104

0.26

0.134333

0.234

0.132167

0.1911

0.162067

0.15782

0.240067

0.104

0.26

0.117



volume2

		0.0110512		0.26		0.26

		0.411277		0.26		0.26

		0.811328		0.0988		0.104

		1.21138		0.104		0.182

		1.61143		0.104		0.26

		2.01148		0.134333		0.234

		2.41153		0.132167		0.1911

		2.81158		0.162067		0.15782

		3.21164		0.240067		0.104

		3.61169		0.26		0.117





volume2

		0.0110512		0.0110512

		0.411277		0.411277

		0.811328		0.811328

		1.21138		1.21138

		1.61143		1.61143

		2.01148		2.01148

		2.41153		2.41153

		2.81158		2.81158

		3.21164		3.21164

		3.61169		3.61169



Volume allocated to 2nd customer

Volume allocated to 2nd customer

Time in sec

Volume allocated in Mbps

Volume allocated vs time

0.26

0.26

0.26

0.26

0.0988

0.104

0.104

0.182

0.104

0.26

0.134333

0.234

0.132167

0.1911

0.162067

0.15782

0.240067

0.104

0.26

0.117




_1018990580.unknown

_1019229908.vsd

_1019231183.vsd

_1018988211.unknown

_1018985354.unknown

_1018987568.unknown

_1018987699.unknown

_1018987545.unknown

_1018987562.unknown

_1018986702.unknown

_1008541978.unknown

_1018984893.xls
Chart1

		1		1		1		1

		2		2		2		2

		3		3		3		3

		4		4		4		4

		5		5		5		5

		6		6		6		6

		7		7		7		7

		8		8		8		8

		9		9		9		9

		10		10		10		10

		11		11		11		11

		12		12		12		12

		13		13		13		13

		14		14		14		14

		15		15		15		15

		16		16		16		16

		17		17		17		17

		18		18		18		18

		19		19		19		19

		20		20		20		20

		21		21		21		21

		22		22		22		22

		23		23		23		23

		24		24		24		24

		25		25		25		25



Delay (D)

Delay (D)

Delay (D)

Delay (D)

Number of Packets to Send (x)

Delay (D)

Indifference Curves

0

-0.1111111111

-0.2222222222

-0.3333333333

0.0460237292

-0.065087382

-0.1761984931

-0.2873096042

0.0813389786

-0.0297721325

-0.1408832436

-0.2519943547

0.1111111111

0

-0.1111111111

-0.2222222222

0.1373408864

0.0262297753

-0.0848813358

-0.1959924469

0.1610544159

0.0499433048

-0.0611678064

-0.1722789175

0.1828612568

0.0717501457

-0.0393609654

-0.1504720765

0.2031585694

0.0920474583

-0.0190636528

-0.1301747639

0.2222222222

0.1111111111

0

-0.1111111111

0.2402530734

0.1291419622

0.0180308511

-0.09308026

0.2574027545

0.1462916434

0.0351805323

-0.0759305788

0.2737890683

0.1626779572

0.0515668461

-0.059544265

0.2895056973

0.1783945862

0.0672834751

-0.0438276361

0.3046285985

0.1935174874

0.0824063763

-0.0287047348

0.3192203718

0.2081092607

0.0969981496

-0.0141129615

0.3333333333

0.2222222222

0.1111111111

0

0.3470117362

0.2359006251

0.124789514

0.0136784028

0.3602934097

0.2491822986

0.1380711875

0.0269600763

0.3732109937

0.2620998826

0.1509887715

0.0398776604

0.3857928839

0.2746817728

0.1635706617

0.0524595506

0.3980639661

0.286952855

0.1758417439

0.0647306328

0.4100461955

0.2989350844

0.1878239733

0.0767128622

0.4217590581

0.310647947

0.1995368359

0.0884257248

0.4332199428

0.3221088317

0.2109977206

0.0998866095

0.4444444444

0.3333333333

0.2222222222

0.1111111111



Sheet1

		Number of Packets to Send (x)		Delay (D)		Delay (D)		Delay (D)		Delay (D)

		1		0		-0.1111111111		-0.2222222222		-0.3333333333

		2		0.0460237292		-0.065087382		-0.1761984931		-0.2873096042

		3		0.0813389786		-0.0297721325		-0.1408832436		-0.2519943547

		4		0.1111111111		0		-0.1111111111		-0.2222222222

		5		0.1373408864		0.0262297753		-0.0848813358		-0.1959924469

		6		0.1610544159		0.0499433048		-0.0611678064		-0.1722789175

		7		0.1828612568		0.0717501457		-0.0393609654		-0.1504720765

		8		0.2031585694		0.0920474583		-0.0190636528		-0.1301747639

		9		0.2222222222		0.1111111111		0		-0.1111111111

		10		0.2402530734		0.1291419622		0.0180308511		-0.09308026

		11		0.2574027545		0.1462916434		0.0351805323		-0.0759305788

		12		0.2737890683		0.1626779572		0.0515668461		-0.059544265

		13		0.2895056973		0.1783945862		0.0672834751		-0.0438276361

		14		0.3046285985		0.1935174874		0.0824063763		-0.0287047348

		15		0.3192203718		0.2081092607		0.0969981496		-0.0141129615

		16		0.3333333333		0.2222222222		0.1111111111		0

		17		0.3470117362		0.2359006251		0.124789514		0.0136784028

		18		0.3602934097		0.2491822986		0.1380711875		0.0269600763

		19		0.3732109937		0.2620998826		0.1509887715		0.0398776604

		20		0.3857928839		0.2746817728		0.1635706617		0.0524595506

		21		0.3980639661		0.286952855		0.1758417439		0.0647306328

		22		0.4100461955		0.2989350844		0.1878239733		0.0767128622

		23		0.4217590581		0.310647947		0.1995368359		0.0884257248

		24		0.4332199428		0.3221088317		0.2109977206		0.0998866095

		25		0.4444444444		0.3333333333		0.2222222222		0.1111111111

		26		0.4554466126		0.3443355015		0.2332243904		0.1221132793

		27		0.4662391581		0.355128047		0.2440169359		0.1329058247

		28		0.4768336247		0.3657225136		0.2546114025		0.1435002913

		29		0.4872405341		0.376129423		0.2650183119		0.1539072008

		30		0.4974695083		0.3863583972		0.2752472861		0.164136175

		31		0.5075293736		0.3964182625		0.2853071514		0.1741960403

		32		0.5174282499		0.4063171388		0.2952060277		0.1840949166

		33		0.5271736274		0.4160625163		0.3049514052		0.1938402941

		34		0.5367724328		0.4256613216		0.3145502105		0.2034390994

		35		0.546231087		0.4351199759		0.3240088648		0.2128977537

		36		0.5555555556		0.4444444444		0.3333333333		0.2222222222

		37		0.5647513923		0.4536402811		0.34252917		0.2314180589

		38		0.5738237781		0.462712667		0.3516015559		0.2404904448

		39		0.5827775554		0.4716664443		0.3605553332		0.249444222

		40		0.5916172578		0.4805061467		0.3693950356		0.2582839245

		41		0.6003471375		0.4892360264		0.3781249153		0.2670138042

		42		0.6089711887		0.4978600776		0.3867489665		0.2756378554

		43		0.6174931694		0.5063820583		0.3952709471		0.284159836

		44		0.6259166201		0.514805509		0.4036943979		0.2925832867

		45		0.6342448814		0.5231337703		0.4120226592		0.3009115481

		46		0.6424811092		0.5313699981		0.420258887		0.3091477759

		47		0.6506282889		0.5395171778		0.4284060667		0.3172949556

		48		0.6586892478		0.5475781367		0.4364670256		0.3253559145

		49		0.6666666667		0.5555555556		0.4444444444		0.3333333333

		50		0.6745630902		0.5634519791		0.452340868		0.3412297569

		51		0.6823809365		0.5712698254		0.4601587143		0.3490476032

		52		0.6901225057		0.5790113945		0.4679002834		0.3567891723

		53		0.6977899877		0.5866788766		0.4755677655		0.3644566544

		54		0.7053854698		0.5942743587		0.4831632476		0.3720521365

		55		0.712910943		0.6017998319		0.4906887208		0.3795776097

		56		0.7203683082		0.6092571971		0.4981460859		0.3870349748

		57		0.7277593817		0.6166482706		0.5055371595		0.3944260484

		58		0.7350859007		0.6239747895		0.5128636784		0.4017525673

		59		0.7423495275		0.6312384164		0.5201273053		0.4090161942

		60		0.7495518547		0.6384407436		0.5273296325		0.4162185214

		61		0.7566944084		0.6455832973		0.5344721862		0.4233610751

		62		0.7637786527		0.6526675416		0.5415564304		0.4304453193

		63		0.7708059926		0.6596948815		0.5485837704		0.4374726592

		64		0.7777777778		0.6666666667		0.5555555556		0.4444444444

		65		0.7846953054		0.6735841943		0.5624730831		0.451361972

		66		0.7915598227		0.6804487116		0.5693376005		0.4582264894

		67		0.7983725302		0.6872614191		0.576150308		0.4650391969

		68		0.8051345835		0.6940234724		0.5829123612		0.4718012501

		69		0.8118470959		0.7007359848		0.5896248737		0.4785137625

		70		0.8185111406		0.7074000295		0.5962889184		0.4851778073

		71		0.8251277526		0.7140166415		0.6029055304		0.4917944192

		72		0.8316979305		0.7205868194		0.6094757082		0.4983645971

		73		0.8382226384		0.7271115273		0.6160004161		0.504889305

		74		0.8447028074		0.7335916963		0.6224805852		0.5113694741

		75		0.8511393375		0.7400282264		0.6289171153		0.5178060042

		76		0.8575330986		0.7464219875		0.6353108763		0.5241997652

		77		0.8638849319		0.7527738208		0.6416627097		0.5305515986

		78		0.8701956518		0.7590845407		0.6479734296		0.5368623185

		79		0.8764660464		0.7653549353		0.6542438241		0.543132713

		80		0.8826968789		0.7715857678		0.6604746567		0.5493635456

		81		0.8888888889		0.7777777778		0.6666666667		0.5555555556

		82		0.8950427931		0.783931682		0.6728205709		0.5617094598

		83		0.9011592866		0.7900481755		0.6789370643		0.5678259532

		84		0.9072390433		0.7961279322		0.6850168211		0.57390571

		85		0.9132827175		0.8021716064		0.6910604953		0.5799493841

		86		0.9192909439		0.8081798328		0.6970687217		0.5859576106

		87		0.9252643392		0.8141532281		0.703042117		0.5919310059

		88		0.9312035022		0.8200923911		0.70898128		0.5978701688

		89		0.9371090147		0.8259979036		0.7148867925		0.6037756813

		90		0.9429814423		0.8318703312		0.7207592201		0.6096481089

		91		0.9488213349		0.8377102238		0.7265991127		0.6154880016

		92		0.9546292274		0.8435181163		0.7324070052		0.6212958941

		93		0.9604056401		0.849294529		0.7381834179		0.6270723068

		94		0.9661510794		0.8550399683		0.7439288572		0.6328177461

		95		0.9718660383		0.8607549272		0.7496438161		0.638532705

		96		0.9775509968		0.8664398857		0.7553287746		0.6442176635

		97		0.9832064224		0.8720953113		0.7609842002		0.6498730891

		98		0.9888327707		0.8777216596		0.7666105485		0.6554994374

		99		0.9944304857		0.8833193746		0.7722082635		0.6610971523

		100		1		0.8888888889		0.7777777778		0.6666666667

		101		1.0055417357		0.8944306246		0.7833195135		0.6722084023

		102		1.0110561043		0.8999449932		0.788833882		0.6777227709

		103		1.0165435072		0.9054323961		0.794321285		0.6832101739

		104		1.0220043364		0.9108932252		0.7997821141		0.688671003

		105		1.027438974		0.9163278629		0.8052167518		0.6941056407

		106		1.0328477934		0.9217366823		0.8106255712		0.6995144601

		107		1.0382311592		0.9271200481		0.816008937		0.7048978259

		108		1.0435894273		0.9324783162		0.821367205		0.7102560939

		109		1.0489229454		0.9378118343		0.8267007232		0.7155896121

		110		1.0542320535		0.9431209424		0.8320098313		0.7208987202

		111		1.0595170837		0.9484059725		0.8372948614		0.7261837503

		112		1.0647783605		0.9536672494		0.8425561383		0.7314450271

		113		1.0700162014		0.9589050903		0.8477939792		0.7366828681

		114		1.0752309169		0.9641198058		0.8530086947		0.7418975836

		115		1.0804228105		0.9693116994		0.8582005883		0.7470894772

		116		1.0855921794		0.9744810683		0.8633699571		0.752258846

		117		1.090739314		0.9796282029		0.8685170918		0.7574059807

		118		1.095864499		0.9847533879		0.8736422768		0.7625311657

		119		1.1009680127		0.9898569016		0.8787457905		0.7676346794

		120		1.1060501278		0.9949390167		0.8838279056		0.7727167945

		121		1.1111111111		1		0.8888888889		0.7777777778

		122		1.1161512241		1.005040113		0.8939290019		0.7828178908

		123		1.1211707229		1.0100596118		0.8989485007		0.7878373896

		124		1.1261698584		1.0150587473		0.9039476362		0.7928365251

		125		1.1311488764		1.0200377653		0.9089266542		0.7978155431

		126		1.1361080178		1.0249969067		0.9138857956		0.8027746845

		127		1.1410475188		1.0299364077		0.9188252966		0.8077141855

		128		1.145967611		1.0348564999		0.9237453888		0.8126342777

		129		1.1508685213		1.0397574102		0.9286462991		0.817535188

		130		1.1557504723		1.0446393612		0.9335282501		0.822417139

		131		1.1606136825		1.0495025714		0.9383914603		0.8272803491

		132		1.1654583659		1.0543472548		0.9432361437		0.8321250326

		133		1.1702847327		1.0591736216		0.9480625105		0.8369513994

		134		1.1750929892		1.0639818781		0.952870767		0.8417596559

		135		1.1798833376		1.0687722265		0.9576611154		0.8465500043

		136		1.1846559766		1.0735448655		0.9624337544		0.8513226433

		137		1.1894111012		1.0782999901		0.967188879		0.8560777679

		138		1.1941489027		1.0830377916		0.9719266805		0.8608155694

		139		1.1988695692		1.0877584581		0.976647347		0.8655362358

		140		1.2035732851		1.092462174		0.9813510629		0.8702399518

		141		1.2082602319		1.0971491208		0.9860380097		0.8749268986

		142		1.2129305875		1.1018194764		0.9907083653		0.8795972542

		143		1.217584527		1.1064734159		0.9953623048		0.8842511937

		144		1.2222222222		1.1111111111		1		0.8888888889

		145		1.2268438421		1.115732731		1.0046216199		0.8935105088

		146		1.2314495526		1.1203384415		1.0092273304		0.8981162193

		147		1.236039517		1.1249284059		1.0138172948		0.9027061837

		148		1.2406138956		1.1295027845		1.0183916734		0.9072805623

		149		1.2451728462		1.1340617351		1.022950624		0.9118395129

		150		1.2497165238		1.1386054127		1.0274943015		0.9163831904

		151		1.2542450808		1.1431339697		1.0320228586		0.9209117475

		152		1.2587586673		1.1476475562		1.0365364451		0.925425334

		153		1.2632574308		1.1521463197		1.0410352085		0.9299240974

		154		1.2677415162		1.1566304051		1.045519294		0.9344081829

		155		1.2722110664		1.1610999553		1.0499888442		0.9388777331

		156		1.2766662219		1.1655551108		1.0544439996		0.9433328885

		157		1.2811071207		1.1699960096		1.0588848985		0.9477737873

		158		1.2855338989		1.1744227878		1.0633116767		0.9522005656

		159		1.2899466903		1.1788355792		1.0677244681		0.956613357

		160		1.2943456267		1.1832345156		1.0721234045		0.9610122934

		161		1.2987308378		1.1876197267		1.0765086156		0.9653975045

		162		1.3031024513		1.1919913402		1.080880229		0.9697691179

		163		1.3074605928		1.1963494816		1.0852383705		0.9741272594

		164		1.3118053861		1.200694275		1.0895831639		0.9784720528

		165		1.3161369532		1.2050258421		1.093914731		0.9828036199

		166		1.3204554141		1.209344303		1.0982331919		0.9871220807

		167		1.324760887		1.2136497759		1.1025386648		0.9914275537

		168		1.3290534885		1.2179423774		1.1068312663		0.9957201552

		169		1.3333333333		1.2222222222		1.1111111111		1

		170		1.3376005345		1.2264894234		1.1153783123		1.0042672012

		171		1.3418552034		1.2307440923		1.1196329812		1.0085218701

		172		1.3460974498		1.2349863387		1.1238752276		1.0127641165

		173		1.350327382		1.2392162709		1.1281051598		1.0169940487

		174		1.3545451065		1.2434339954		1.1323228843		1.0212117731

		175		1.3587507284		1.2476396173		1.1365285061		1.025417395

		176		1.3629443513		1.2518332402		1.140722129		1.0296110179

		177		1.3671260773		1.2560149662		1.1449038551		1.033792744

		178		1.3712960071		1.260184896		1.1490737849		1.0379626738

		179		1.37545424		1.2643431289		1.1532320178		1.0421209067

		180		1.3796008739		1.2684897628		1.1573786517		1.0462675406

		181		1.3837360052		1.2726248941		1.161513783		1.0504026719

		182		1.3878597292		1.2767486181		1.165637507		1.0545263959

		183		1.3919721398		1.2808610287		1.1697499176		1.0586388065

		184		1.3960733296		1.2849622185		1.1738511074		1.0627399963

		185		1.4001633899		1.2890522787		1.1779411676		1.0668300565

		186		1.4042424108		1.2931312997		1.1820201886		1.0709090774

		187		1.4083104812		1.2971993701		1.186088259		1.0749771479

		188		1.412367689		1.3012565779		1.1901454668		1.0790343556

		189		1.4164141205		1.3053030094		1.1941918983		1.0830807872

		190		1.4204498613		1.3093387502		1.1982276391		1.087116528

		191		1.4244749957		1.3133638846		1.2022527735		1.0911416623

		192		1.4284896067		1.3173784956		1.2062673845		1.0951562734

		193		1.4324937766		1.3213826655		1.2102715544		1.0991604433

		194		1.4364875864		1.3253764752		1.2142653641		1.103154253

		195		1.440471116		1.3293600049		1.2182488938		1.1071377826

		196		1.4444444444		1.3333333333		1.2222222222		1.1111111111

		197		1.4484076497		1.3372965386		1.2261854275		1.1150743164

		198		1.4523608088		1.3412496977		1.2301385866		1.1190274755

		199		1.4563039977		1.3451928866		1.2340817755		1.1229706644

		200		1.4602372915		1.3491261804		1.2380150693		1.1269039582

		201		1.4641607643		1.3530496532		1.2419385421		1.130827431

		202		1.4680744893		1.3569633782		1.2458522671		1.134741156

		203		1.4719785388		1.3608674276		1.2497563165		1.1386452054

		204		1.4758729841		1.364761873		1.2536507619		1.1425396508

		205		1.4797578959		1.3686467848		1.2575356737		1.1464245626

		206		1.4836333438		1.3725222327		1.2614111216		1.1503000105

		207		1.4874993967		1.3763882855		1.2652771744		1.1541660633

		208		1.4913561224		1.3802450113		1.2691339002		1.1580227891

		209		1.4952035883		1.3840924772		1.2729813661		1.161870255

		210		1.4990418607		1.3879307496		1.2768196385		1.1657085274

		211		1.5028710051		1.391759894		1.2806487829		1.1695376718

		212		1.5066910865		1.3955799754		1.2844688643		1.1733577532

		213		1.5105021688		1.3993910577		1.2882799466		1.1771688355

		214		1.5143043154		1.4031932043		1.2920820931		1.180970982

		215		1.5180975887		1.4069864776		1.2958753665		1.1847642554

		216		1.5218820507		1.4107709396		1.2996598285		1.1885487174

		217		1.5256577625		1.4145466514		1.3034355403		1.1923244292

		218		1.5294247845		1.4183136734		1.3072025622		1.1960914511

		219		1.5331831763		1.4220720652		1.3109609541		1.199849843

		220		1.5369329971		1.425821886		1.3147107749		1.2035996638

		221		1.5406743053		1.4295631941		1.318452083		1.2073409719

		222		1.5444071584		1.4332960473		1.3221849362		1.2110738251

		223		1.5481316137		1.4370205026		1.3259093915		1.2147982803

		224		1.5518477275		1.4407366163		1.3296255052		1.2185143941

		225		1.5555555556		1.4444444444		1.3333333333		1.2222222222

		226		1.5592551532		1.448144042		1.3370329309		1.2259218198

		227		1.5629465748		1.4518354637		1.3407243526		1.2296132415

		228		1.5666298745		1.4555187634		1.3444076523		1.2332965412

		229		1.5703051056		1.4591939945		1.3480828834		1.2369717723

		230		1.5739723209		1.4628612098		1.3517500987		1.2406389876

		231		1.5776315726		1.4665204615		1.3554093504		1.2442982393

		232		1.5812829124		1.4701718013		1.3590606902		1.2479495791

		233		1.5849263914		1.4738152803		1.3627041692		1.2515930581

		234		1.5885620601		1.477450949		1.3663398379		1.2552287268

		235		1.5921899685		1.4810788574		1.3699677463		1.2588566352

		236		1.5958101662		1.4846990551		1.373587944		1.2624768329

		237		1.599422702		1.4883115909		1.3772004798		1.2660893687

		238		1.6030276245		1.4919165134		1.3808054023		1.2696942912

		239		1.6066249815		1.4955138704		1.3844027593		1.2732916482

		240		1.6102148205		1.4991037094		1.3879925983		1.2768814872

		241		1.6137971885		1.5026860774		1.3915749663		1.2804638551

		242		1.6173721318		1.5062610207		1.3951499096		1.2840387985

		243		1.6209396965		1.5098285853		1.3987174742		1.2876063631

		244		1.624499928		1.5133888169		1.4022777058		1.2911665946

		245		1.6280528714		1.5169417603		1.4058306492		1.2947195381

		246		1.6315985713		1.5204874602		1.409376349		1.2982652379

		247		1.6351370717		1.5240259606		1.4129148495		1.3018037384

		248		1.6386684164		1.5275573053		1.4164461942		1.3053350831

		249		1.6421926487		1.5310815376		1.4199704265		1.3088593153

		250		1.6457098112		1.5345987001		1.423487589		1.3123764779

		251		1.6492199464		1.5381088353		1.4269977242		1.3158866131

		252		1.6527230963		1.5416119852		1.430500874		1.3193897629

		253		1.6562193023		1.5451081912		1.4339970801		1.322885969

		254		1.6597086056		1.5485974945		1.4374863834		1.3263752723

		255		1.663191047		1.5520799359		1.4409688247		1.3298577136

		256		1.6666666667		1.5555555556		1.4444444444		1.3333333333

		257		1.6701355047		1.5590243935		1.4479132824		1.3368021713

		258		1.6735976005		1.5624864894		1.4513753782		1.3402642671

		259		1.6770529933		1.5659418822		1.454830771		1.3437196599

		260		1.6805017218		1.5693906107		1.4582794996		1.3471683885

		261		1.6839438246		1.5728327135		1.4617216024		1.3506104913

		262		1.6873793396		1.5762682285		1.4651571174		1.3540460062

		263		1.6908083045		1.5796971934		1.4685860822		1.3574749711

		264		1.6942307566		1.5831196455		1.4720085344		1.3608974233

		265		1.6976467329		1.5865356218		1.4754245107		1.3643133996

		266		1.70105627		1.5899451589		1.4788340478		1.3677229367

		267		1.7044594043		1.5933482932		1.482237182		1.3711260709

		268		1.7078561715		1.5967450604		1.4856339493		1.3745228382

		269		1.7112466074		1.6001354963		1.4890243852		1.3779132741

		270		1.7146307472		1.6035196361		1.492408525		1.3812974139

		271		1.7180086259		1.6068975148		1.4957864037		1.3846752926

		272		1.7213802781		1.6102691669		1.4991580558		1.3880469447

		273		1.724745738		1.6136346269		1.5025235158		1.3914124047

		274		1.7281050397		1.6169939286		1.5058828175		1.3947717064

		275		1.7314582169		1.6203471058		1.5092359946		1.3981248835

		276		1.7348053029		1.6236941918		1.5125830806		1.4014719695

		277		1.7381463308		1.6270352197		1.5159241086		1.4048129975

		278		1.7414813334		1.6303702223		1.5192591112		1.4081480001

		279		1.7448103432		1.6336992321		1.5225881209		1.4114770098

		280		1.7481333923		1.6370222812		1.5259111701		1.414800059

		281		1.7514505127		1.6403394016		1.5292282905		1.4181171794

		282		1.754761736		1.6436506249		1.5325395137		1.4214284026

		283		1.7580670935		1.6469559824		1.5358448713		1.4247337601

		284		1.7613666163		1.6502555052		1.539144394		1.4280332829

		285		1.7646603351		1.653549224		1.5424381129		1.4313270018

		286		1.7679482806		1.6568371695		1.5457260584		1.4346149473

		287		1.7712304829		1.6601193718		1.5490082607		1.4378971496

		288		1.7745069721		1.6633958609		1.5522847498		1.4411736387

		289		1.7777777778		1.6666666667		1.5555555556		1.4444444444

		290		1.7810429295		1.6699318184		1.5588207073		1.4477095962

		291		1.7843024566		1.6731913455		1.5620802344		1.4509691232

		292		1.7875563878		1.6764452767		1.5653341656		1.4542230545

		293		1.7908047521		1.679693641		1.5685825298		1.4574714187

		294		1.7940475777		1.6829364666		1.5718253555		1.4607142444

		295		1.797284893		1.6861737819		1.5750626708		1.4639515597

		296		1.800516726		1.6894056149		1.5782945038		1.4671833927

		297		1.8037431044		1.6926319933		1.5815208822		1.4704097711

		298		1.8069640557		1.6958529446		1.5847418335		1.4736307224

		299		1.8101796073		1.6990684962		1.5879573851		1.476846274

		300		1.8133897862		1.7022786751		1.591167564		1.4800564529

		301		1.8165946192		1.7054835081		1.594372397		1.4832612859

		302		1.819794133		1.7086830219		1.5975719108		1.4864607997

		303		1.8229883539		1.7118772428		1.6007661317		1.4896550206

		304		1.8261773082		1.7150661971		1.603955086		1.4928439749

		305		1.8293610218		1.7182499107		1.6071387996		1.4960276885

		306		1.8325395205		1.7214284094		1.6103172983		1.4992061872

		307		1.8357128298		1.7246017187		1.6134906075		1.5023794964

		308		1.838880975		1.7277698639		1.6166587528		1.5055476416

		309		1.8420439812		1.7309328701		1.619821759		1.5087106479

		310		1.8452018735		1.7340907624		1.6229796513		1.5118685402

		311		1.8483546765		1.7372435654		1.6261324543		1.5150213432

		312		1.8515024147		1.7403913036		1.6292801925		1.5181690814

		313		1.8546451126		1.7435340014		1.6324228903		1.5213117792
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