CHAPTER 6

THE ERICA AND ERICA+ SCHEMES

The ERICA scheme is built upon the ideas of the OSU scheme (described in
chapter 5. The key limitations of the OSU scheme were the incompatibility with
current ATM Forum Traffic Management 4.0 standards [35], and the long time taken
to converge to steady state (transient response) from arbitrary initial conditions in
complex configurations.

The ERICA and ERICA+ schemes overcome the limitations of the OSU scheme,
while keeping the attractive features. Further, they are optimistic algorithms which
allocate rates to optimize for both the transient performance, as well as the steady
state performance. Since real networks are in a transient state most of the time
(sources starting and stopping, ABR capacity varying constantly), we believe that
a scheme deployed in real-world switches need to perform well under both transient
and steady state conditions.

This chapter is organized as follows. Section 6.1 describes the basic ERICA al-
gorithm. Modifications of this basic algorithm are then presented one by one. The
simulation results and performance evaluation are described in section 6.22, while the

pseudocode for the algorithm can be found in appendix C.

153



6.1 The Basic ERICA Algorithm

The switch periodically monitors the load on each link and determines a load
factor, z, the available capacity, and the number of currently active virtual connections
or VCs (N). The load factor is calculated as the ratio of the measured input rate at
the port to the target capacity of the output link.

ABR Input Rate
ABR Capacity

where ABR Capacity<Target Utilization (U) x Link Bandwidth.

The Input Rate is measured over an interval called the switch averaging interval.
The above steps are executed at the end of the switch averaging interval.

Target utilization (U) is a parameter which is set to a fraction (close to, but less
than 100 %) of the available capacity. Typical values of target utilization are 0.9 and
0.95.

The load factor, z, is an indicator of the congestion level of the link. High overload
values are undesirable because they indicate excessive congestion; so are low overload
values which indicate link underutilization. The optimal operating point is at an
overload value equal to one. The goal of the switch is to maintain the network at unit
overload.

The fair share of each VC, FairShare, is also computed as follows:

ABR Capacity

FairShare<—
atrshare Number of Active Sources

The switch allows each source sending at a rate below the FairShare to rise to
FairShare every time it sends a feedback to the source. If the source does not use
all of its FlairShare, then the switch fairly allocates the remaining capacity to the
sources which can use it. For this purpose, the switch calculates the quantity:
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VCSharee@
z

If all VCs changed their rate to their VC'Share values then, in the next cycle, the
switch would experience unit overload (z equals one). Hence VCShare aims at bring-
ing the system to an efficient operating point, which may not necessarily be fair, and
FairShare allocation aims at ensuring fairness, possibly leading to overload (inef-
ficient operation). A combination of these two quantities is used to rapidly reach

optimal operation as follows:

ER Calculated<—Max (FairShare, VCShare)

Sources are allowed to send at a rate of at least FairShare within the first round-trip.
This ensures minimum fairness between sources. If the VU Share value is greater than
the FairShare value, the source is allowed to send at VCShare, so that the link is
not underutilized. This step also allows an unconstrained source to proceed towards
its max-min rate. The previous step is one of the key innovations of the ERICA
scheme because it improves fairness at every step, even under overload conditions.
The calculated ER value cannot be greater than the ABR Capacity which has

been measured earlier. Hence, we have:

ER Calculated<Min (ER Calculated, ABR Capacity)

To ensure that the bottleneck ER reaches the source, each switch computes the min-
imum of the ER it has calculated as above and the ER value in the RM cell. This
value is inserted in the ER field of the RM cell:

ER in RM Cell«~Min(ER in RM cell, ER Calculated).
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A flow chart of the basic algorithm is presented in figure C.1 (see appendix C).
The flow chart shows steps to be taken on three possible events: at the end of an
averaging interval, on receiving a cell (data or RM), and on receving a backward RM
cell. These steps have been numbered for reference in further modifications of the

basic scheme.

6.2 Achieving Max-Min Fairness

Assuming that the measurements do not suffer from high variance, the above
algorithm is sufficient to converge to efficient operation in all cases and to the max-
min fair allocations in most cases. The convergence from transient conditions to the
desired operating point is rapid, often taking less than a round trip time.

However, we have discovered cases in which the basic algorithm does not converge
to max-min fair allocations. This happens if all of the following three conditions are

met:
1. The load factor z becomes one
2. There are some sources which are bottlenecked elsewhere upstream
3. CCR for all remaining sources is greater than the FairShare

If this happens, then the system remains in its current state, because the term CCR/z
is greater than F'airShare for the non-bottlenecked sources. This final state may or
may not be fair in the max-min sense.

To achieve max-min fairness, the basic ERICA algorithm is extended by remem-

bering the highest allocation made during one averaging interval and ensuring that
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all eligible sources can also get this high allocation. To do this, we add a vari-
able MaxAllocPrevious which stores the maximum allocation given in the previous
interval, and another variable MaxAllocCurrent which accumulates the maximum
allocation given during the current switch averaging interval. The step 9 of the basic
algorithm is replaced by the flow chart shown in figure C.2 (see appendix C).

Basically, for z > 1 + 9, where ¢ is a small fraction, we use the basic ER-
ICA algorithm and allocate the source Max (FairShare, VCShare). But, for z <
1+ 6, we attempt to make all the rate allocations equal. We calculate the ER as
Max (FairShare, VCShare, MaxAllocPrevious).

The key point is that the VC'Share is only used to achieve efficiency. The fairness
can be achieved only by giving the contending sources equal rates. Our solution
attempts to give the sources equal allocations during underload and then divide the
(equal) CCRs by the same z during the subsequent overload to bring them to their
max-min fair shares. The system is considered to be in a state of overload when
its load factor, z, is greater than 1 + §. The aim of introducing the quantity 0 is
to force the allocation of equal rates when the overload is fluctuating around unity,
thus avoiding unnecessary rate oscillations. The next subsection examines one further

modification to the ERICA algorithm.

6.3 Fairshare First to Avoid Transient Overloads

The inter-RM cell time determines how frequently a source receives feedback. It is
also a factor in determining the transient response time when load conditions change.
With the basic ERICA scheme, it is possible that a source which receives feedback

first can keep getting rate increase indications, purely because it sends more RM cells
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before competing sources can receive feedback. This results in unnecessary spikes
(sudden increases) in rates and queues with the basic ERICA scheme.

The problem arises when the Backward RM (BRM) cells from different sources
arrive asynchronously at the switch. Consider a LAN configuration of two sources (A
and B), initially sending at low rates. When the BRM arrives, the switch calculates
the feedback for the current overload. Without loss of generality, assume that the
BRM of source A is encountered before that of source B. Now it is possible that the
BRM changes the rate of source A and the new overload due to the higher rate of A
is experienced at the switch before the BRM from the source B reaches the switch.
The transient overload experienced at the switch may still be below unity, and the
ACR of source A is increased further (BRMs for source A are available since source
A sends more RM cells at higher rates). This effect is observed as an undesired spike
in the ACR graphs and sudden queue spikes when the source B gets its fair share.

This problem can be solved by incorporating the following change to the ERICA
algorithm. When the calculated ER is greater than the fair share value, and the
source is increasing from a CCR below FairShare, we limit its increase to FlairShare.
Alternatively, the switch could decide not to give new feedback to this source for one
measurement interval. The following computation is added to the switch algorithm.

After “ER Calculated” is computed:

IF ((CCR < FairShare) AND (ER Calculated > FairShare)) THEN

ER Calculated <FairShare

We can also disable feedback to this source for one measurement interval.

“ER in RM Cell” is then computed as before.
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6.4 Forward CCR Used for Reverse Direction Feedback

Earlier schemes [51] provided their feedback to the RM cells going in the forward
direction. This ensured that the CCR in the RM cell was correlated to the load level
measured by the switch during that interval. However, the time taken by the forward
going RM cell to travel back to the source was long and this slowed down the response

of the system.
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Reverse Direction Feedback

Figure 6.1: Reverse direction feedback
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that the latest CCR information is used in the ER calculation and that the feedback
path is as short as possible. Figure 6.1 shows that the first RM cell carries (in its
backward path), the feedback calculated from the information in the most recent
FRM cell. The CCR table update and read operations still preserve the O(1) time

complexity of the algorithm.

6.5 Single Feedback in a Switch Interval

The switch measures the overload, the number of active sources and the ABR
capacity periodically (at the end of every switch averaging interval). The source also
sends RM cells periodically. These RM cells may contain different rates in their CCR
fields. If the switch encounters more than one RM cell from the same VC during the
same switch interval, then it uses the same value of overload for computing feedback
in both cases. For example, if two RM cells from the same VC carried different CCR
values, then the feedback in one of them will not accurately reflect the overload.
As a result, the switch feedback will be erroneous and may result in unwanted rate
oscillations. The switch thus needs to give only one feedback value per VC in a single
switch interval.

The above example illustrates a fundamental principle in control theory, which
says that the system is unstable when the control is faster than feedback. But the
system is unresponsive if the control is slower than feedback. Ideally, the control rate
should be matched to the feedback rate. In our system, the delay between successive
feedbacks should not be greater than the delay between successive measurements

(controls).
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6.6 Per-VC CCR Measurement Option
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the CCR value may not be an accurate measure of the rate of the VC if the VC is
bottlenecked at the source, and is not able to use its ACR allocation. Note that if
a VC is bottlenecked on another link, the CCR is set to the bottleneck allocation
within one round-trip.

A possible solution to the problems of inaccurate CCR estimates is to measure the
CCR of every VC during the same averaging interval as the load factor. This requires
the switch to count the number of cells received per VC during every averaging interval
and update the estimate as follows:

At the end of an switch averaging interval:

FOR ALL VCs DO
CCR[VC] «<-NumberOfCells|VC]/IntervalLength
NumberOfCells[VC] +-0

END

When a cell is received:

NumberOfCells[VC] <~NumberOfCells[VC] + 1

Initialization:

FOR ALL VCs DO NumberOfCells[VC] <-0

When an FRM cell is received, do not copy CCR field from FRM into CCR[VC].
Note that using this method, the switch ignores the CCR field of the RM cell. The
per-VC CCR computation can have a maximum error of (one cell/averaging interval)

in the rate estimate. Hence the error is minimized if the averaging interval is larger.
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The effect of the per VC CCR measurement can be explained as follows. The
basic ERICA uses the formula: ER Calculated<—Max (FairShare, VCShare).

The measured CCR estimate is always less than or equal to the estimate ob-
tained from the RM cell CCR field. If the other quantities remain constant, the term
“VCShare” decreases. Thus the ER calculated will decrease whenever the first term
dominates. This change results in a more conservative feedback, and hence shorter

queues at the switches.

6.7 ABR Operation with VBR and CBR in the Background

The discussion so far assumed that the entire link was being shared by ABR
sources. Normally, ATM links will be used by constant bit rate (CBR) and variable
bit rate (VBR) traffic along with ABR traffic. In fact, CBR and VBR have a higher
priority. Only the capacity left unused by VBR and CBR is given out to ABR sources.
For such links, we need to measure the CBR and VBR usage along with the input

rate. The ABR capacity is then calculated as follows:

ABR Capacity<+Target Utilization x Link Bandwidth — VBR Usage — CBR Usage

The rest of ERICA algorithm remains unchanged. Notice that the target utilization

is applied to the entire link bandwidth and not the the left over capacity. That is,

ABR Capacity # Target Utilization x {Link Bandwidth— VBR, Usage — CBR, Usage}

There are two implications of this choice. First, (1-Target Utilization) x (Link Band-
width) is available to drain the queues, which is much more than what would be

available otherwise. Second, the sum of VBR and CBR usage must be less than
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(Target Utilization)x (Link Bandwidth). Thus, the VBR and CBR allocation should

be limited to below the target utilization.

6.8 Bi-directional Counting of Bursty Sources

A bursty source sends data in bursts during its active periods, and remains idle
during other periods. It is possible that the BRM cell of a bursty source could be
traveling in the reverse direction, but no cells of this source are traveling in the forward
direction. A possible enhancement to the counting algorithm is to also count a source
as active whenever a BRM of this source is encountered in the reverse direction. We
refer to this as the “bidirectional counting of active VCs”.

One problem with this technique is that the reverse queues may be small and the
feedback may be given before the FairShare is updated, taking into consideration
the existence of the new source. Hence, when feedback is given, we check to see if the
source has been counted in the earlier interval and if the FairShare has been updated
based upon the existence of the source. If the source had not been counted, we update
the number of active sources and the FairShare before giving the feedback. This
option is called “the immediate fairshare update option” in the flow chart of figure C.3
(see appendix C).

We could also reset the CCR of such a source to zero after updating the FairShare
value, so that the source is not allocated more than the FairShare value. The moti-
vation behind this strategy is that the source may be idle, but its CCR is unchanged
because no new FRMs are encountered. When the per-VC CCR measurement is used,
this option is not necessary, because the switch measures the CCRs periodically. The

setting of CCR to zero is a conservative strategy which avoids large queues due to
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bursty or ACR retaining sources. A drawback of this strategy is that in certain con-
figurations, the link may not be fully utilized if the entire traffic is bursty. This is
because all the bursty sources are asked to send at FairShare, which may not be
the optimal value if some sources are bottlenecked elsewhere. This option can also

be enabled and disabled based upon a certain queue threshold.

6.9 Averaging of the Number of Sources

Another technique to overcome the problem of underestimating the number of
active sources is to use exponential averaging to decay the contribution of each VC
to the number of active sources count. The main motivation behind this idea is that
if a source is inactive during the current interval, but was recently active, it should
still contribute to the number of active sources. This is because this source might be
sending its data in bursts, and just happened to be idle during the current interval.

Flow charts of figures C.4 and C.5 show this technique (see appendix C).

The DecayFactor used in decaying the contribution of each VC is a value between
zero and one, and is usually selected to be a large fraction, say 0.9. The larger the
value of the DecayFactor, the larger the contribution of the sources active in prior
intervals, and the less sensitive the scheme is to measurement errors. Setting the
DecayFactor to a smaller fraction makes the scheme adapt faster to sources which

become idle, but makes the scheme more sensitive to the averaging interval length.

6.10 Boundary Cases

Two boundary conditions are introduced in the calculations at the end of the

averaging interval. First, the estimated number of active sources should never be less
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ABR Capacity Input Rate Overload Fairshare CCR/Overload Feedback

Zero Non-zero Infinity Zero Zero Zero

Non-zero Zero Infinity  C/N Zero C/N

Non-zero Non-zero I/C C/N CCRxC/I Max (CCRxC/I,
C/N)

Zero Zero Infinity Zero Zero Zero

Table 6.1: Boundary Cases

than one. If the calculated number of sources is less than one, the variable is set to
one. Second, the load factor becomes infinity when the ABR capacity is measured
to be zero, and the load factor becomes zero when the input rate is measured to be

zero. The corresponding allocations are described in Table 6.1.

6.11 Averaging of the Load Factor

In cases where no input cells are seen in an interval, or when the ABR capacity
changes suddenly (possibly due to a VBR, source going away), the overload measured
in successive intervals may be considerably different. This leads to considerably dif-
ferent feedbacks in successive intervals. An optional enhancement to smoothen this
variance is by averaging the load factor. This effectively increases the length of the
averaging interval over which the load factor is measured.

One way to accomplish this is shown in the flow chart of figure C.6 (see ap-
pendix C).

The method described above has the following drawbacks. First, the average is
reset everytime z becomes infinity. The entire history accumulated in the average

prior to the interval where the load is to be infinity is lost.
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For example, suppose the overload is measured in successive intervals as: 2, 1,
Infinity, 3, Infinity, 0.5. The method previously described forgets the history in the
fourth interval, and restarts at the new value 3. Similarly in the sixth interval,
it restarts at the value 0.5. Note that this introduces dependencies between the
boundary cases and the average value of the load factor.

The second problem with this method is that the exponential average does not
give a good indication of the average value of quantities which are not additive. In
our case, the load factor is not an additive quantity. However, the number of ABR
cells received or output is additive.

The load factor is a ratio of the input rate and the ABR capacity. The correct way
to average a ratio is to find the ratio of the average (or the sum) of the numerators
and divide it by the average (or the sum) of the denominators. That is, the average
of x1/y1,x2/Yay o Tn/Yn s (X1 + 22+ ...+ 20) /(Y1 + Yo + ... + Yn).

To average load factor, we need to average the input rate (numerator) and the ABR
capacity (denominator) separately. However, the input rate and the ABR capacity
are themselves ratios of cells over time. The input rate is the ratio of number of cells
input and the averaging interval. If the input rates are z1/T},xo/T5,. .., 2, /Ty, the
average input rate is ((z1 +z2 + ...+ x,)/n)/(Th + Ty + ... + T,)/n). Here, z;’s
are the number of ABR cells input in averaging interval ¢ of length T;. Similarly the
average ABR capacity is ((y1 +y2+ ... +un)/n)/(T1 + T2+ ... +T5,)/n), where y;’s
are the maximum number of ABR cells that can be output in averaging interval i of
length 7T;.

The load factor is the ratio of these two averages. Observe that each of the

quantities added is not a ratio, but a number. Exponential averaging is an extension
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of arithmetic averaging used above. Averages such as (x; + 23 + ...2,)/n can be
replaced by the exponential average of the variable x;.

The flow chart of figure C.7 describes this averaging method.

Observe that the load factor thus calculated is never zero or infinity unless the
input rate or ABR capacity are always zero. If the input rate or the ABR capacity
is measured to be zero in any particular interval, the boundary cases for overload are

not invoked. The load level increases or decreases to finite values.

6.12 Time and Count Based Averaging

The load factor, available ABR capacity and the number of active sources need to
be measured periodically. There is a need for an interval at the end of which the switch
renews these quantities for each output port. The length of this interval determines
the accuracy and the variation of the measured quantities. As mentioned before,
longer intervals provide lower variation but result in slower updating of information.
Alternatively, shorter intervals allow fast response but introduce greater variation in
the response. This section proposes alternative intervals for averaging the quantities.

The averaging interval can be set as the time required to receive a fixed number
of ABR cells (M) at the switch in the forward direction. While this definition is
sufficient to correctly measure the load factor and the ABR capacity at the switch,
it is not sufficient to measure the number of active VCs (N) or the CCR per VC
accurately. This is because the quantities N and CCR depend upon the fact that at
least one cell from the VC is encountered in the averaging interval. Moreover, when
the rates are low, the time to receive M cells may be large. Hence the feedback in the

reverse direction may be delayed.
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An alternative way of averaging the quantities is by a fixed time interval, T.
This ensures that any source sending at a rate greater than (one cell/T) will be
encountered in the averaging interval. This interval is independent of the number of
sources, but is dependent upon the minimum rate of the source. In addition to this, if
the aggregate input rate is low, the fixed-time interval is smaller than the fixed-cells
interval. However, when there is an overload, the fixed-cells interval provides faster
response.

One way of combining these two kinds of intervals is to use the minimum of
the fixed-cell interval and the fixed-time interval. This combination ensures quick
response for both overload and underload conditions. But it still suffers from the
disadvantages of a fixed-cell interval, where N and per-VC CCR cannot be measured
accurately [84].

Another strategy for overcoming this limitation is to measure N and per-VC CCR
over a fixed-time interval, and the capacity and load factor over the minimum of
the fixed-cell and fixed-time interval. The time intervals can be different as long as
some correlation exists between the quantities measured over the different intervals.
Typically, the intervals to measure CCR and N would be larger to get more stable

estimates.

6.13 Selection of ERICA Parameters

Most congestion control schemes provide the network administrator with a number
of parameters that can be set to adapt the behavior of the schemes to their needs.

A good scheme must provide a small number of parameters that offer the desired
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level of control. These parameters should be relatively insensitive to minor changes
in network characteristics.

ERICA provides a few parameters which are easy to set because the tradeoffs
between their values are well understood. Our simulation results have shown that
slight mistuning of parameters does not significantly degrade the performance of the
scheme. Two parameters are provided: the target Utilization (U) and the switch

measurement interval.
6.13.1 Target Utilization U

The target utilization determines the link utilization during steady state condi-
tions. If the input rate is greater than Target Utilization x Link Capacity, then the
switch asks sources to decrease their rates to bring the total input rate to the de-
sired fraction. If queues are present in the switch due to transient overloads, then
(1 —U) x Link Capacity is used to drain the queues.

Excessively high values of target utilization are undesirable because they lead to
long queues and packet loss, while low target utilization values lead to link underuti-
lization. The effectiveness of the value of target utilization depends on the feedback
delay of the network. Transient overloads can potentially result in longer queues for
networks with longer feedback delays. Due to this, smaller target utilization values
are more desirable for networks with long propagation delays.

Our simulation results have determined that ideal values of target utilization are
0.95 and 0.9 for LANs and WANSs respectively. Smaller values improve the perfor-

mance of the scheme when the traffic is expected to be highly bursty.
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6.13.2 Switch Averaging Interval AT

The switch averaging or measurement interval determines the accuracy of feed-
back. This interval is used to measure the load level, link capacity and the number of
active VCs for an outgoing link. The length of the measurement interval establishes
a tradeoff between accuracy and steady state performance. This tradeoff has been
briefly discussed in section 6.5.

ERICA measures the required quantities over an averaging interval and uses the
measured quantities to calculate the feedback in the next averaging interval. Averag-
ing helps smooth out the variation in the measurements. However, the length of the
averaging interval limits the amount of variation which can be eliminated. It also de-
termines how quickly the feedback can be given to the sources, because ERICA gives
at most one feedback per source per averaging interval. Longer intervals produce
better averages, but slow down the rate of feedback. Shorter intervals may result in
more variation in measurements, and may consistently underestimate the measured
quantities.

The load factor and available capacity are random variables whose variance de-
pends on the length of the averaging interval. In practice, the interval required to
measure the number of active sources is sufficient for the measurement of the load
factor and available capacity. Both of these averaged quantities are fairly accurate,
with an error margin of (one cell/averaging interval). Setting the target utilization
below 100% helps drain queues due to errors in measurement of all the quantities.
Whenever the scheme faces tradeoffs due to high errors in measurement, the degree
of freedom is to reduce the target utilization parameter, sacrificing some steady state

utilization for convergence.
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6.14 ERICA+: Queue Length as a Secondary Metric

ERICA+ is a further modification of ERICA. In this and the following section,
we describe the goals, target operating point, the algorithm, and parameter settings
for ERICA+.

ERICA depends upon the measurement of metrics such as the overload factor and
the number of active ABR sources. If there is a high error in the measurement, and
the target utilization is set to very high values, ERICA may diverge, i.e., the queues
may become unbounded, and the capacity allocated to drain the queues becomes
insufficient. The solution in such cases is to set the target utilization to a smaller
value, allowing more bandwidth to drain queues. However, steady state utilization
(utilization when there is no overload) is reduced because it depends upon the target
utilization parameter.

A simple enhancement to ERICA is to have a queue threshold, and reduce the
target utilization if the queue exceeds the threshold. Once the target utilization is
low, the queues are drained out quickly. Hence, this enhancement maintains high
utilization when the queues are small, and drains out queues quickly when they
become large. Essentially, we are using the queue length as a secondary metric (input
rate is the primary metric).

In ERICA, we have not considered the queue length or queue delay as a possible
metric. In fact, we rejected it because it gives no indication of the correct rates of the
sources. In ERICA+, we maintain that the correct rate assignments depend upon
the aggregate input rate, rather than the queue length. However, we recognize two
facts about queues: a) non-zero queues imply 100% utilization, and, b) a system with

very long queues is far away from the intended operating point. Hence, in ERICA+,
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if the input rates are low and the queues are long, we recognize the need to reserve
more capacity to drain the queues and allocate rates conservatively till the queues
are controlled. Further, keeping in line with the design principles of ERICA, we use
continuous functions of the queue length, rather than discontinuous functions. Since
feedback to sources is likely to be regular (as long as queues remain), the allocations
due to a continuous function in successive averaging intervals track the behavior of

the queue and reflect it in the rate allocations.

6.15 ERICA+: 100% Utilization and Quick Drain of Queues

ERICA achieves high utilization in the steady state, but utilization is limited
by the target utilization parameter. For expensive links, it is desirable to keep the
steady state utilization at 100%. This is because a link being able to service 5%
more cells can translate into 5% more revenue. The way to get 100% utilization in
steady state, and quick draining of queues is to vary the target ABR rate dynamically.
During steady state, the target ABR rate is 100% while it is lower during transient
overloads. Higher overloads result in even lower target rates (thereby draining the
queues faster). In other words:

Target rate = function (queue length, link rate, VBR rate)
The “function” above has to be a decreasing function of the queue length.
Note that ERICA has a fixed target utilization, which means that the drain rate

is independent of the queue size.
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6.16 ERICA+: Maintain a “Pocket” of Queues

The ABR capacity varies dynamically, due to the presence of higher priority classes
(CBR and VBR). Hence, if the higher priority classes are absent for a short interval
(which may be smaller than the feedback delay), the remaining capacity is not utilized.
In such situations, it is useful to have a “pocket” full of ABR cells which use the
available capacity while the RM cells are taking the “good news” to the sources and
asking them to increase their rates.

One way to achieve this effect is to control the queues to a “target queue length.”
In the steady state, the link is 100% utilized, and the queue length is equal to the
target queue length, which is the “pocket” of queues we desire. If the queue length
falls below this value, the sources are encouraged to increase their rate and vice versa.
In other words:

Target rate = function (queue length, target queue length, link rate, VBR rate)

6.17 ERICA+: Scalability to Various Link Speeds

The above function is not scalable to various link speeds because the queue length
measured in cells translates to different drain times for different transmission speeds.
For example, a queue length of 5 at a T1 link may be considered large while a queue
length of 50 at an OC-3 link may be considered small. This point is significant due
to the varying nature of ABR capacity, especially in the presence of VBR sources.

To achieve scalability, we need to measure all queue lengths in units of time rather
than cells. However, the queue is the only directly measurable quantity at the switch.

The queueing delay is then estimated using the measured ABR capacity value. The
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above function for target rate becomes:
Target rate = function (queue delay, target queue delay, link rate, VBR rate)
In the following sections, we define and describe a sample function to calculate

the target rate.

6.18 ERICA+: Target Operating Point

ERICA+ uses a new target operating point which is in the middle of the “knee”
and the “cliff,” as shown in figure 3.2. The new target operating point has 100%
utilization and a fixed non-zero queueing delay. This point differs from the knee
point (congestion avoidance: 100% throughput, minimum delay) in that it has a
fixed non-zero delay goal. This is due to non-zero queueing delay at the operating
point. Note that the utilization remains 100% as long as the queue is non-zero. The
utilization remains at 100% even if there are short transient underloads in the input
load, or the output capacity increases (appearing as an underload in the input load).

We note that non-zero queue values in steady state imply that the system is in
an unstable equilibrium. Queues grow immediately during transient overloads. In
contrast, ERICA could allow small load increases (5 to 10%) without queue length
increases.

The challenge of ERICA+ is to maintain the unstable equilibrium of non-zero
queues and 100% utilization. Specifically, when the queueing delay drops below the
target value, 70, ERICA+ increases allocation of VCs to reach the optimum delay.
Similarly, when the queueing delay increases beyond 70, the allocation to VCs is
reduced and the additional capacity is used for queue drain in the next cycle. When

the queueing delay is 70, 100% of the ABR capacity is allocated to the VCs. ERICA+,
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hence, introduces a new parameter, 70, in place of the target utilization parameter

of ERICA.

6.19 The ERICA+4 Scheme

As previously mentioned, the ERICA+ scheme is a modification of the ERICA
scheme. In addition to the suggested scheduling method between VBR and ABR

classes, the following are the changes to ERICA.

1. The link utilization is no longer targeted at a constant Target Utilization as
in ERICA. Instead, the total ABR capacity is measured given the link capac-
ity and the VBR bandwidth used in that interval: Total ABR Capacity +

VBR Capacity = Link Capacity

2. The target ABR capacity is a fraction of the total ABR capacity

Target ABR Capacity« f(T,) x Total ABR Capacity

This function must satisfy the following constraints:

1. It must have a value greater than or equal to 1 when the queueing delay, T, is
0 (zero queues). This allows the queues to increase and 7, can go up to 70,
the threshold value. A simple choice is to keep the value equal to one. The
queue increases due to the slight errors in measurement. Another alternative is
to have a linear function, with a small slope. Note that, we should not use an
aggressive increase function. Since queueing delay is a highly variant quantity,
a small variation in delay values may cause large changes in rate allocations,

and hence lead to instability.
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2. It must have a value less than 1 when the queueing delay, 7, is greater than
T0. This forces the queues to decrease and 7, can go down to T'0. Since queue
increases are due to traffic bursts, a more aggressive control policy is required
for this case compared to the former case where we project a higher capacity
than available. Since we project a lower capacity than what is available, the

remaining capacity is used to drain the queues.

3. If the queues grow unboundedly, then we would like the function to go to zero.
Since zero, or very low, ABR capacity is unacceptable, we place a cutoff on
the capacity allocated to queue drain. The cutoff is characterized by a param-
eter, called the queue drain limit factor (QDLF). A value of 0.5 for the QDLF

parameter is sufficient in practice.

4. When the queueing delay, 7, is 70 we want f (7,) = 1.
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Figure 6.3: Step functions for ERICA+
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Figure 6.4: Linear functions for ERICA+

A step function which reduces the capacity in steps (down to the cutoff value)
as the queueing delay exceeds thresholds is a possible choice. This is shown in fig-
ure 6.3. Linear segments as shown in figure 6.4 can be used in place of step functions.
Hysteresis thresholds (figure 6.5) can be used in place of using a single threshold to
increase and decrease the capacity. Hysteresis implies that we use one threshold to
increase the capacity and another to decrease the capacity. However, these functions
require the use of multiple thresholds (multiple parameters). Further, the thresholds
are points of discontinuity, i.e., the feedback given to the source will be very different
if the system is on the opposite sides of the threshold. Since queueing delay is a highly
variant quantity, the thresholds and experience is required to choose these different
parameters.

However, it is possible to have a function with just 2 parameters, one for the
two ranges: (0, QO0) and (QO, infinity) respectively. The rectangular hyperbolic and

the negative exponential functions are good choices to provide the aggressive control
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Figure 6.5: Hysteresis functions for ERICA+

required when the queues grow. We choose the former which is the simpler of the
two.

Since the portion 7" < T'0 requires milder control, we can have a different hyper-
bola for that region. This requires an extra parameter for this region. The queue
control scheme uses a time (queueing delay) as a threshold value. Hence, depending
upon the available capacity at the moment, this value T'0 translates into a queue

length QO, as follows:

Q0 = Total ABR Capacity x T0

In the following discussion, we will refer to Q0 and queues alone, but QO is a
variable dependent upon available capacity. The fixed parameter is T0. The queue

control function, as shown in figure 6.6, is:

a X Q0
(a—1) x ¢+ Q0

f(T,) = forq> Q0

179



Capacity 3 b QO
Multiplication -
Factor /

(a-1)Q + Q0
1.00 O bR

Factor=F .

QO min
Queue Length Q

Y

ey

Figure 6.6: The queue control function in ERICA+

and

b x Q0
(b—1) x ¢+ Q0

f(Tq) = for0<q<Q0

Note that f(7}) is a number between 1 and 0 in the range QO toZnfinity and

between b and 1 in the range 0 to Q0. Both curves intersect at Q0, whé&e the value

il

is 1. These are simple rectangular hyperbolas which assume a value 1 %t Q0. This

function is lower bounded by the queue drain limit factor (QDLF):

a X Q0
(a—1) x ¢+ Q0

f(Ty) = Max(QDLF, ) forq> Q0
6.20 Effect of Variation on ERICA+

ERICA+ calculates the target ABR capacity, which is the product & f(7,) and

ﬂDI]D[ID[Hll]DI]DD[IDI]DDDDI]DDDD]DDDDDDDDDDDDDDDDDDDDD

the ABR capacity. Both these quantities are variant quantities (randorg variables),

m variable

RO

and the product of two random variables (say, A and B) results in a ran
which has more variance than either A or B. Feedback becomes less régable as the

variance increases.
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For example, overload depends upon the ABR capacity and is used in the formula
to achieve max-min fairness. Since the ERICA+ algorithm changes the ABR capacity
depending upon the queue lengths, this formula needs to tolerate minor changes in
load factor. In fact, the formula applies hysteresis to eliminate the variation due
to the load factor. Since techniques like hysteresis and averaging can tolerate only a
small amount of variation, we need to reduce the variance in the target ABR capacity.

We examine the ABR capacity term first. ABR capacity is estimated over the av-
eraging interval of ERICA. A simple estimation process can entail counting the VBR
cells sent, calculating the VBR capacity, and subtracting it from the link capacity.
This process may have an error of one VBR cell divided by the averaging interval
length. The error can be minimized by choosing longer averaging intervals.

However, the measured ABR capacity has less variance than instantaneous queue
lengths. This is because averages of samples have less variance than the samples
themselves, and ABR capacity is averaged over an interval, whereas queue length is
not. The quantity Q0 = T0 x ABRCapacity has the same variance as that of the
measured ABR capacity.

We now examine the function, f(7,). This function is bounded below by QDLF
and above by b. Hence, its values lie in the range (QDLF,b) or, in practice, in the
range (0.5, 1.05). Further, it has variance because it depends upon the queue length,
q and the quantity (0. Since the function includes a ratio of Q0 and ¢, it has higher
variance than both quantities.

One way to reduce the variance is to use an averaged value of queue length (g),
instead of the instantaneous queue length. A simple average is the mean of the queue

lengths at the beginning and the end of a measurement interval. This is sufficient for
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small averaging intervals. If the averaging interval is long, a better average can be
obtained by sampling the queue lengths during the interval and taking the average
of the samples. Sampling of queues can be done in the background.

Another way to reduce variation is to specify a constant Q0. This can be specified

instead of specifying 70 if a target delay in the range of

[ Q0 Q0

MinimumAB Rcapacity ’ MawimumABRcapacity] 18 accepta’ble'

6.21 Selection of ERICA+4 Parameters

The queue control function in ERICA+ has four parameters: 70, a, b, and QDLF'.
In this section, we explain how to choose values for the parameters and discuss tech-
niques to reduce variation in the output of the function.

The function f(7,) has three segments: (1) a hyperbola characterized by the
parameter b (called the b-hyperbola) between queueing delay of zero and 70, (2) an
a-hyperbola from a queueing delay of T0 till f(T}) equals QDLF, (3) QDLF. Hence,

the range of the function f(T,) is [QDLF,b).
6.21.1 Parameters a and b

a and b are the intercepts of the a-hyperbola and b-hyperbola, i.e., the value of
f(T) when ¢ = 0. b determines how much excess capacity would be allocated when
the queueing delay is zero. a and b also determine the slope of the hyperbola, or, in
other words, the rate at which f(7}) drops as a function of queueing delay. Larger
values of a and b make the scheme very sensitive to the queueing delay, whereas,
smaller values increase the time required to reach the desired operating point.

The parameter b is typically smaller than a. b determines the amount of over-

allocation required to reach the target delay 70 quickly in the steady state. Any
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small over-allocation above 100% of ABR capacity is sufficient for this purpose. The
parameter a primarily determines how quickly the function f(7},) drops as a function
of queueing delay. a should not be very different from b because, this can result in
widely different allocations when the delay slightly differs from 7°0. At the same time,
a should be high enough control the queues quickly.

Through simulation, we found that the values 1.15 and 1.05 for a and b respectively
work well for all the workloads we have experimented with. Hence, at zero queues,
we over-allocate up to 5% excess capacity to get the queues up to Q0. Higher values
of b would allow sources to overload to a higher extent. This can aggravate transient
overloads and result in higher queue spikes. Using a value of 1 for b is also acceptable,
but the “pocket” of queues builds up very slowly in this case. A value of 1 for b is
preferable when the variance is high. Further, these parameters values for a¢ and b are
relatively independent of 70 or QDLF'. Given these values for a¢ and b, the function

depends primarily on the choice of T0 and QDLF as discussed below.
6.21.2 Target Queueing Delay 70

When the function f(7}) is one of the two hyperbolas, its slope (Z—’;) is inversely
proportional to the parameter 7°0. For a constant value of a, larger T0 reduces the
slope of the function, and hence its effectiveness. The queueing delay required to
reduce the ABR capacity by a fixed fraction is directly proportional to 70. It is also
directly proportional to the ABR capacity. Hence, if the ABR capacity is high (as
is the case in OC-3 and higher speed networks), the queues need to build up to a
large value before the drain capacity is sufficient. Hence, the maximum value of 70

depends upon and how fast the transient queues need to be cleared.
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The maximum value of T0 also depends on the buffer size at the switch, and
must be set to allow the control of the queues before the buffer limit is reached.
One strategy is to keep the buffer size at least the sum of the feedback delay and
8 x T0 (assuming a = 1.15 and QDLF = 0.5, and ABR capacity is constant, and
other factors like measurement interval length are negligible). One feedback delay is
enough for the feedback to reach the sources and 8 x 70 is enough for the function

to reach QDLF'. For other values of QDLF, the recommended buffer size is:

(a— QDLF) x T0
[(a—1) x QDLF]

The maximum value of 70 can be calculated reversing the above formula, given the

buffer size.

[(a — 1) x QDLF)]

=" "aprp

A minimum value of T0 is also desired for stable operation. If T'0 is very small, the

(a—QDLF)xT0

function f(7,) can traverse the range [QDLF,b] in a time e DxaDL’

assuming
that capacity is constant over this period of time. This time can be shorter than the
feedback delay, and lead to undesired oscillations in rates and queues. This is because
the function changes from b to Q DLF' before feedback is effective. Such a behavior is
undesired because, the scheme now is very sensitive to the changes in queue length.
Recall that queue length is only a secondary metric, i.e., we want the input rate and
not the queue length to be the primary metric of congestion. Further, the minimum
T0 is at least the “pocket” of queues desired. For WANs, 70 is at least %
of the feedback delay, which is 1/8, assuming a = 1.15, QDLF = 0.5. For LANs, we
set T0 to at least one feedback delay, to reduce the sensitivity of the ABR capacity to

small queue lengths. In cases of high variation and measurement errors, the “pocket”
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of queues may not be achievable. High throughput is the goal in this case, and 70

should be set close to the minimum value to allow queues to be quickly drained.
6.21.3 Queue Drain Limit Factor QDLF

QDLF ensures that there is enough capacity to drain out the transient queues.
We recommend a value of 0.5 for WAN switches and 0.8 for LAN switches.

WAN switches need to have greater drain capacity because of the longer feedback
delays of its VCs and consequently longer response times to transient overloads. If
the fluctuations in load or capacity are of a time-scale much smaller than the feedback
delay, the rate allocations using a high target rate may not be sufficient. Transient
queues may build up in such cases unless there is sufficient capacity allocated to drain
the queues. An example of such high variation workload is TCP traffic combined with
a VBR load which has an ON-OFF period of 1 ms, whereas the feedback delay is
10 ms.

However, for LAN switches which can receive feedback rapidly, and 70 is small,
the function can move quickly through the range [Q DLF, b]. Given these conditions,
a large drain capacity is not required, since large queues never build up. For such
configurations, QDLF' can have higher values like 0.8.

Since the QDLF parameter defines the lower bound of the function f(7), we
should ensure that this value is reached only for large queue values. This can be
achieved by choosing small values for a, or large values for T0. Since large values of
T0 reduce the effectiveness of the function f(7), the parameter a is chosen small.
This is another factor in the choice of a. It turns out that the recommended value

for a (1.15) is small enough for the QDLF values recommended.
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6.22 Performance Evaluation of the ERICA and ERICA+
Schemes

In this section, we shall describe the methodical performance evaluation of the
ERICA scheme, and provides simple benchmarks to test the performance of different
ATM switch algorithms. We use the principles discussed in chapter 3 to test ERICA
for various configurations, source models and background traffic patterns.

We present the set of experiments conducted to ensure that ERICA meets all
the requirements of switch algorithms. In the cases where the original algorithm
failed to meet the requirements and an enhancement to the algorithm was deemed
necessary, the performance of the basic algorithm is compared to the performance
of the enhanced algorithm, and a discussion of why the enhancement was needed is
presented.We prefer to use simple configurations when applicable because they are
more instructive in finding problems [66]. The results are presented in the form of

four graphs for each configuration:
1. Graph of allowed cell rate (ACR) in Mbps over time for each source
2. Graph of ABR queue lengths in cells over time at each switch
3. Graph of link utilization (as a percentage) over time for each link

4. Graph of number of cells received at the destination over time for each destina-

tion

We will examine the efficiency and delay requirements, the fairness of the scheme,
its transient and steady state performance, and finally its adaptation to variable

capacity and various source traffic models. The experiments will also be selected
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such that they have varying distances and number of connections to examine the

scalability requirement.

6.22.1 Parameter Settings
Throughout our experiments, the following parameter values are used:
1. All links have a bandwidth of 155.52 Mbps.
2. All LAN links are 1 Km long and all WAN links are 1000 Km long.

3. All VCs are bidirectional.

4. The source parameter Rate Increase Factor (RIF) is set to one, to allow imme-
diate use of the full Explicit Rate indicated in the returning RM cells at the

source.

5. The source parameter Transient Buffer Exposure (TBE) is set to large values to
prevent rate decreases due to the triggering of the source open-loop congestion
control mechanism. This was done to isolate the rate reductions due to the

switch congestion control from the rate reductions due to TBE.

6. The switch target utilization parameter was set at 95% for LAN simulations

and at 90% for WAN simulations.

7. The switch averaging interval was set to the minimum of the time to receive 50
cells and 1 ms for LAN simulations, and to the minimum of the time to receive

100 cells and 1 ms for WAN simulations.

8. The ERICA+ parameters are set as follows. The parameters a and b (intercepts
of the two hyperbolas in the queueing delay function) are set to 1.15 and 1.05
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respectively. The target delay T0 is set at 100 microseconds for LAN simulations
and 500 microseconds for WAN simulations, and the queue drain limit factor

(QDLF) is set at 0.5.

9. All sources, including VBR sources are deterministic, i.e., their start/stop times
and their transmission rates are known. The bursty traffic sources send data
in bursts, where each burst starts after a request has been received from the

client.

6.22.2 Efficiency

@7 Sw 1 Sw 2 @

Figure 6.7: One source configuration

[000000000o00000000000O

The very first test to verify efficient operation is to use a single sou%e configuration

I

as shown in figure 6.7. A scheme that does not work for this sim@e configuration

I

is not worth further analysis. The source is active over the entire si%ulation period.

|

Figure 6.11 illustrates that ERICA achieves the required efficiency, Since the source

=

rate rises to almost fully utilize the link. Observe that there are noZate oscillations

[000RYO000

in the steady state, and that utilization is at the target utilization gahal (95%).

0

The same configuration has also been simulated to examine the Eﬁciency of ER-

0

ICA+. As seen in figure 6.12, the source rate rises to fully utilizeg-the link (100%
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utilization) with no oscillations and minimal queues. Please note that the simulation

graphs, though introduced periodically, are at the end of the chapter.

6.22.3 Minimal Delay and Queue Lengths

Swl Sw 2

O ©

Figure 6.8: Two source configuration
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To test for minimal delays and short queue lengths, we use &gmultiple source

[0

configuration. The simplest such configuration is the two source confguration, where

[E0000

two sources share a link as illustrated in figure 6.8. Each source Bust converge to

almost half of the link rate (1/2 x Target Utilization), which is the Bax-min optimal

allocation.

000000000REO00O

Figure 6.13 shows that the convergence is fast, the queue lengths%re small (hence,

I

the delay is minimal) and steady state performance is good. F@ ERICA+, the

R0

two sources rapidly converge to their optimal rates as seen in figume 6.14, and the

queue length rises to reach the limit corresponding to its target delag parameter (100

[00GE00000

)

microseconds corresponds to approximately 30 cells at 155.52 Mbps)EThere is a slight

(Eo0000

rate oscillation seen in figure 6.14(a) to allow the queues to reach Ehe target value,

but the steady state has no rate oscillations and 100% link utilizatio&(figure 6.14(c)).
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Link 1 Link 2

Swl Sw 2 Sw 3

Q)

[1,2 E

®

O00CRNO000000000000000000000000000000000000000000000000000000

—
e

Figure 6.9: Parking lot configuration

6.22.4 Fairness

Two configurations are used for studying the fairness of the scheme: thg parking

I

lot configuration and the upstream configuration. The parking lot configuigtion and

|

its name were derived from theatre parking lots, which consist of several parigng areas
connected via a single exit path. At the end of the show, congestion occuss as cars

exiting from each parking area try to join the main exit stream.

I]D[II]DDI]I]D[IDE]DDDD

For computer networks, an n-stage parking lot configuration consists of fgswitches

0000

connected in series. There are n VCs. The first VC starts from the first s&itch and

th

goes through all the remaining switches. For the remaining VCs, the ¢ C starts

[00GeA0000

at the ¢ — 1% switch. The link between the last two switches is the bottleEeck link.

The max-min allocation for each VC is 1/n of the bandwidth. A 3-switch pagrking lot

|

configuration is shown in figure 6.9. Figure 6.15 illustrates that ERICA ac%eves the

desired max-min allocation.
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Although the parking lot configuration had been believed to test famEness, we

discovered that it is not sufficient to demonstrate max-min fairness, ang a more
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stringent test is required. We had observed that the original ERICA algorithm does
not converge to max-min fairness in certain situations. Such situations arise when the
ERICA algorithm is executed in a state where some of the sources cannot fully utilize
their allocated bandwidth on a link (for example, because they are bottlenecked on
another link), and the rest of the sources contending for bandwidth have unequal
CCR values, which are greater than the fair share value (first term in the maximum
formula). The ERICA algorithm does not converge to max-min fairness in these
situations because, after z converges to one, the second term in the maximum formula
becomes CCR;/1 = CCR;, and the first term is constant. The maximum of the two
terms for the contending sources is the second term, because there are sources that
are not fully utilizing their allocated bandwidth. Hence, the sources do not change

their rates.

§ Link 1 Sw 3
[[[ 12,14 || 1617 ]15]

Figure 6.10: Upstream Configuration

N,

An example of this situation can be illustrated by an upstream configur@ion (see

0

figure 6.10). The upstream configuration consists of three switches and 17 ECS. The

I

second link is shared by V5, VCig, and V7. Because there are 15 V% on the
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first link, V' Cy5 is limited to a throughput of less than 1/15 the link rate. VCjs and
V Ci7 should, therefore, each converge to a little less than 7/15 of the second link
rate. The configuration is called an upstream configuration because the bottleneck
link is the first link (upstream link). A WAN configuration (1000 Km links) is used
in this situation to illustrate the scalability of ERICA to long distances.

Figure 6.17 shows that the original ERICA algorithm was unfair in this situation,
and figure 6.18 shows that ERICA, after the modification discussed in section 6.2, is
fair. As seen in figure 6.18, the modified algorithm converges to max-min allocations.
Regardless of the initial load factor value, after a short transient period, all sources
contending for bandwidth are allocated equal rates, and the two curves in figure
6.18(b) (number of cells received at the destination) have the same slope (compare
with figure 6.17(b)). The transient response is slightly worse than the original ERICA
algorithm due to the temporary over-allocation needed to equalize the shares, but the

steady state performance is as good as with the original ERICA algorithm.
6.22.5 Transient and Steady State Performance

To test the transient response of the system, we use a modified two source con-
figuration. The configuration is similar to the two source configuration because two
sources share the same link, but one of the sources is only active from 10 ms to
20 ms while the other source is active throughout. Besides illustrating the transient
response of the system, this configuration also illustrates the effect of the “fairshare
first” algorithm discussed in section 6.3. That algorithm (see section 6.3) prevents a
low rate VC to rise above FairShare. This VC takes an extra round trip compared

to the basic ERICA because it first comes to FairShare before rising further. The
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switch can use the extra round trip to give feedback to all the sources, measure a new
load factor and reduce overloading sources. The modification reduces the maximum
queues in transient situations.

Figures 6.19 and 6.20 illustrate the effect of the “fairshare first” modification on
a transient configuration in a LAN. Figure 6.19 shows the transient performance of
ERICA without the “fairshare first” modification, and figure 6.20 illustrates how
ERICA with the “fairshare first” modification avoids transient overloads. It is clear
that ERICA exhibits good transient response characteristics to changing load, and
the modification mitigates sudden overloads, constraining the queue length when
the second source starts transmission. The figure also shows that the steady state
performance of the scheme is excellent, as there are minimal oscillations in the rates

of the sources.

6.22.6 Adaptation to Variable ABR Capacity

Constant Bit Rate (CBR) and Variable Bit Rate (VBR) service classes have a
higher priority than the ABR service. In cases of VBR traffic, the ABR capacity
becomes a variable quantity.

The two source configuration in a wide area network is used to demonstrate the
behavior of ERICA in the presence of VBR sources. A deterministic VBR source is
used whose peak rate is 124.42 Mbps (80% of the link capacity). Figure 6.21 illustrates
the behavior of ERICA on a WAN where the VBR source was active for alternating
periods of 1 ms with 1 ms inactive periods in between (high frequency VBR), while
figure 6.22 shows the performance with VBR on/off periods of 20 ms (low frequency

VBR).
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From the figures, it is clear that ERICA rapidly detects the change in the available
ABR capacity and gives the appropriate feedback to the sources. When the VBR
source is active, the ABR sources rapidly reduce their rates (figures 6.21(a) and
6.22(a)). The utilization is generally high; the utilization drops reflect the time taken
for the feedback to reach the sources: the feedback delay (figures 6.21(c) and 6.22(c)).
The spikes in the queue lengths seen in figures 6.21(b) and 6.22(b) also reflect the
feedback delay, but the queues are rapidly drained. Observe that the number of cells
received in both cases (figures 6.21(d) and 6.22(d)) is approximately equal, which
shows that the performance is approximately the same. The throughput can be
calculated from the graphs showing the number of cells received at the destination.
It is clear that the throughput is high, indicating a high link utilization.

Figure 6.23 illustrates how ERICA+ adapts to high frequency VBR in the back-
ground, and figure 6.24 shows its performance with low frequency VBR. ERICA+
adapts rapidly to the changing background traffic, recomputing the available band-
width and the rate allocations. The link utilization is higher than that with ERICA,
and the queue lengths are constrained. The target queue goal is never reached due

to the high variation, but the utilization goal is partially reached.
6.22.7 Adaptation to Various Source Traffic Models

In all the previous experiments, the ABR sources are assumed to be persistent
sources, which means that they always have data to send, and can utilize their full
capacity at all times. It is essential to examine the performance of the scheme with
bursty sources which alternate between active periods when they utilize their full

capacity, and idle periods when they do not send any data. In addition, situations
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where sources are bottlenecked are also of particular interest. The scheme should
be able to rapidly react to the overload that can arise if the bottlenecked sources

suddenly start utilizing their full capacity.
6.22.8 Bursty Traffic

Figures 6.25 through 6.29 illustrate the performance of ERICA in a wide area
network two source configuration where one of sources is a persistent (greedy or
infinite) source, while the other connection is a request-response type connection.
The request-response connection consists of a source sending a request (of size 16
cells), and the destination responding with a burst of data. Two different burst sizes
are used in our simulations: small bursts are 128 cells, and large bursts are 6144 cells.
Upon the receipt of the response at the source, and after a certain period of time,
the source sends another request for data, and the cycle is repeated (see chapter 7).
The figures show the performance of the reverse (response) connection where a burst
of data is sent in response to every request.

Figure 6.25 illustrates the performance of ERICA with small response burst sizes,
figure 6.26 shows the effect of medium burst sizes, while figure 6.27 illustrates the
effect of large burst sizes. As seen in the figures, ERICA can adapt to small and
medium bursts of data, and the queue lengths are constrained. However, with a
target utilization of 90%, ERICA does not have enough capacity to drain large bursts
of data from the switch queues before the next burst is received. This problem can
be solved by using smaller values for the target utilization parameter.

Figure 6.28 shows that bi-directional counting of the number of active sources

(as discussed in section 6.8) limits the queue sizes for large bursts. This is because it
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counts the bursty source as active if its RM cells are traveling in the reverse direction,
even though it might not be sending any data in the forward direction during its idle
periods. This situation is called the “out-of-phase” effect, and is also a common
problem with TCP sources. The problem affects the load measurement, as well as
the measurement of the number of active VCs. As seen in figure6.28(b), the queue
lengths are constrained, and the problem seen in figure 6.27(b) has been solved, even
for a target utilization of 90%.

Another method to limit the queue sizes in this case is by averaging the number of
active sources as discussed in section6.9. As previously explained, we should account
for the presence of a source, even though it might be currently idle. The effect of
averaging the value of the number of active sources is illustrated in figure 6.29. The
bidirectional counting option is not used in this case. Figure 6.29(b) shows that the
queue length is constrained.

Figure6.30, 6.31 and 6.32 illustrates the performance of ERICA+ for the same
configuration without the averaging the number of sources option. The figure illus-
trates the effect of large burst sizes. It is clear that ERICA+ can adapt to bursty
traffic better than ERICA, because it accounts for the time to drain the queues when
estimating the available capacity. Even with large burst sizes, the queues built up
when the bursty source is active can drain before the next burst arrives at the switch.
The bidirectional counting and the averaging of number of sources options are not
necessary in this case.

In cases of many sources running TCP on ABR in the presence of high frequency
VBR background, ERICA+ sometimes fails to drain the queues when the averaging

interval parameter is set to very small values. This phenomenon is explained in
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depth in chapter 8. Averaging the number of sources and averaging the load factor

as explained earlier in this chapter can also alleviate this problem.
6.22.9 ACR Retention

ACR retention is the problem which occurs when sources are not able to fully use
their rate allocations. For example, the input to the ATM end-system can be steady,
but have a rate lower than its ABR allocation (allowed cell rate). Another example
is an end-system which supports multiple VCs (to possibly different destinations) on
a single outgoing link. A VC may not be able to use its ACR allocation because the
outgoing link is running at capacity. In such situations, the switches reallocate the
unused capacity to the other sources which are unconstrained. However, if the ACR
retaining sources suddenly use their allocations, a potential overload situation exists.

Figure 6.33 illustrates the performance of ERICA when there are ten VCs sharing
a link. This larger number of connections has been selected to demonstrate the
scalability of ERICA to more VCs, as well as to aggravate the problem of ACR
retention. Initially, the ten sources are retaining their ACRs, and each cannot send
at a rate of more than 10 Mbps. After 100 ms, all the sources suddenly start sending
at their full allocations. ERICA rapidly detects the overload and gives the appropriate
feedback asking sources to decrease their rates. All the ten sources stabilize at their
optimal rates after that.

Figure 6.34 shows how the per-VC CCR measurement option can mitigate the
overload situation arising when all the ACR retaining sources start transmission at
their full capacities. The per-VC CCR measurement results in more conservative

initial allocations, and hence smaller queues in this case.
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6.23 Summary of the ERICA and ERICA+ Schemes

This chapter has examined the ERICA and ERICA+ schemes, explicit rate in-
dication schemes for congestion avoidance in ATM networks, and explained several
extensions and enhancements of the scheme. The scheme entails that the switches
periodically monitor their load on each link and determine a load factor, the available
capacity, and the number of currently active virtual channels. This information is
used to calculate a fair and efficient allocation of the available bandwidth to all con-
tending sources. The algorithm exhibits a fast transient response, and achives high
utilization and short delays, in addition to adapting to high variation in the capacity
and demand.

Based on the discussion of requirements of switch algorithms in chapter 3 we have
examined how each of these requirements can be tested. Using these techniques, we
presented a comprehensive performance evaluation of the ERICA switch algorithm
and demonstrated the effect of several features and options of the algorithm. We
have examined the efficiency and delay requirements, the fairness of the scheme, its
transient and steady state performance, its scalability, and its adaptation to variable
capacity and various source traffic models. Simulation results have illustrated that the
algorithm gives optimal allocations, and rapidly adapts to load and capacity changes.
The performance of the algorithm was examined for various configurations, source

models and background traffic patterns.
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Figure 6.30: Results for one persistent sourcegnd one bursty source (small bursts) in

a WAN (ERICA+)
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